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Abstract

Class-incremental learning (CIL) aims to enable models
to continuously learn new classes while overcoming catas-
trophic forgetting. The introduction of pre-trained models
has brought new tuning paradigms to CIL. In this paper,
we revisit different parameter-efficient tuning (PET) meth-
ods within the context of continual learning. We observe
that adapter tuning demonstrates superiority over prompt-
based methods, even without parameter expansion in each
learning session. Motivated by this, we propose incremen-
tally tuning the shared adapter without imposing parameter
update constraints, enhancing the learning capacity of the
backbone. Additionally, we employ feature sampling from
stored prototypes to retrain a unified classifier, further im-
proving its performance. We estimate the semantic shift of
old prototypes without access to past samples and update
stored prototypes session by session. Our proposed method
eliminates model expansion and avoids retaining any im-
age samples. It surpasses previous pre-trained model-based
CIL methods and demonstrates remarkable continual learn-
ing capabilities. Experimental results on five CIL bench-
marks validate the effectiveness of our approach, achieving
state-of-the-art (SOTA) performance.

1. Introduction
In traditional deep learning, the model can access all the
data at once and learning is performed on a static dataset.
However, in real-life applications, data usually arrives in a
stream format with new classes, requiring the model to learn
continuously, known as class-incremental learning (CIL).
The primary objective of CIL is to enable the model to
learn continuously from non-stationary data streams, facili-
tating adaptation to new classes and mitigating catastrophic
forgetting [7]. A number of methods [28, 34, 54] have
been devoted to alleviating catastrophic forgetting. Those
methods can be mainly divided into replay-based [2, 3, 28],
regularization-based [1, 17, 43], and isolation-based meth-
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Figure 1. Comparison of different parameter-efficient tuning CIL
baselines on CIFAR100 dataset. Left: The relationship between
the average accuracy of the incremental sessions and the number
of tunable parameters. Right: The average performance of old
classes and new classes for each PET method.

ods [23, 24, 30]. However, all these methods assume that
models are trained from scratch while ignoring the general-
ization ability of a strong pre-trained model [5] in the CIL.

Pre-trained vision transformer models [5] have demon-
strated excellent performance on various vision tasks. Re-
cently, it has been explored in the field of CIL and continues
to receive considerable attention [37, 38, 45, 50]. Due to
the powerful representation capabilities of pre-trained mod-
els, CIL methods based on pre-trained models achieve sig-
nificant performance improvements compared to traditional
SOTA methods which are trained from scratch. CIL with
a pre-trained model typically fixes the pre-trained model to
retain the generalizability and adds a few additional training
parameters such as adapter [4], prompt [15] and SSF [22],
which is referred to as parameter-efficient tuning (PET).

Inspired by language-based intelligence, current re-
search in CIL is primarily focused on the prompt-based
method [31, 37, 52]. Typically, these approaches require
the construction of a pool of task-specific prompts during
the training phase which increases storage overhead. Ad-
ditionally, selecting prompts during the testing stage incurs
additional computational costs. Other PET methods as well
as fully fine-tuning are still in exploration in the context
of CIL. Recently, SLCA [45] proposes fine-tuning the en-
tire ViT and classifier incrementally with different learning
rates. However, fine-tuning the entire pre-trained model
requires substantial computational resources. In addition,
Adam [50] initially explores the application of other PET
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methods in CIL using first-session adaptation and branch
fusion. Training in the first stage and subsequently freezing
the model can reduce training time but result in lower accu-
racy for subsequent new classes. Our linear probing results
reveal that the first-session adaptation is insufficient when
there is a significant domain discrepancy between down-
stream data and the pre-trained model.

In this paper, we first revisit different PET methods
within the CIL paradigm. As shown in Fig. 1, we ob-
serve that adapter tuning [4] is a better continual learner
than prompt-tuning [15] and SSF-tuning [22]. When pro-
gressively fine-tuning the prompt and SSF parameters, the
forgetting of old classes is catastrophic. In comparison,
adapter tuning effectively balances learning new classes and
maintaining performance in old classes. Unlike prompt-
based methods, which require constructing a prompt pool,
adapter tuning avoids catastrophic forgetting even sharing
the same parameters across learning sessions. Additionally,
the adapter balances the number of tuning parameters and
model performance compared to fully fine-tuning. More-
over, unlike previous methods that use feature distillation
loss to restrict changes in shared parameters as part of over-
all loss, we analyze that tuning with constraints hinders con-
tinual learning from the perspective of parameter sensitivity.
Therefore, we train the adapter and task-specific classifier
without parameter regularization in each session, allowing
for greater plasticity in learning new classes.

As we only train the local classifier in each learning ses-
sion, we propose to adopt a new classifier retraining method
[32, 45, 54] to further improve the CIL performance. First,
we implicitly compute the semantic shift [42] of previous
prototypes which leverages the semantic shift of current
task samples to estimate the change of old classes. Then,
we sample several features according to the updated proto-
types to retrain the classifier which is more effective than
previous methods. The advantages of our proposed method
can be summarized as follows: 1) Fine-tuning adapters sig-
nificantly reduces training costs and improves learning effi-
ciency; 2) We do not need to retain any image samples; 3)
The accuracy for new classes is relatively high which veri-
fies the continual learning capacity of the model.

In summary, our proposed learning framework has the
following main contributions: (1) Different from various
devotion into the prompt-based methods for CIL, we dis-
cover that incrementally tuning adapter is a better contin-
ual learner even without constructing an adapter-pool; (2)
After each session adaptation with local classifier, we pro-
pose to retrain a unified classifier with the semantic shift
compensated prototypes which can further improve the per-
formance; (3) Extensive experimental results on five CIL
benchmarks demonstrate the superiority of the proposed
simple but effective methods which achieves the SOTA.

2. Related Work
2.1. Class-incremental Learning

Class-incremental learning requires the model to be con-
tinuously updated with new class instances while retaining
old knowledge [49]. Traditional CIL methods can be cat-
egorized into replay-based [2, 3, 28], regularization-based
[17, 40, 43, 53], and parameter isolation-based methods
[23, 24, 30]. Replay-based methods involve retaining or
generating samples of previous classes and incorporating
them into the current training phase. These methods often
employ strategies for sample selection or sample generation
to effectively replay past information. Regularization-based
methods add constraints or penalties in the learning process
which limit the update of the parameters that are important
for old classes. Isolation-based methods aim to isolate and
update task-specific parameters. By focusing on updating
only a subset of parameters, these methods can mitigate
catastrophic forgetting. To expand the representative capac-
ity of a model without compromising its existing knowl-
edge, methods for expanding the network have been pro-
posed [34, 41, 48]. These methods dynamically extend the
feature extraction network, combined with the replay-based
method, achieving dramatic performance improvements.

2.2. Parameter-Efficient Tuning

Parameter-Efficient Tuning can be considered as a transfer
learning method. It refers to not performing full fine-tuning
on a pre-trained model, instead inserting and fine-tuning
specific sub-modules within the network. This approach is
initially demonstrated to have effective transfer learning re-
sults in NLP [13, 14, 19, 20]. Recently, similar approaches
have been applied to vision transformer models as well.
AdaptFormer [4] inserts lightweight modules after the MLP
layers in the attention module and has been found to out-
perform full fine-tuning on action recognition benchmarks.
Another PET approach SSF [22] surprisingly outperforms
other methods in certain tasks even with a smaller num-
ber of parameters. Inspired by the prompt approach used
in the language model, VPT [15] applies it to visual models
and achieves impressive results across various downstream
tasks while only introducing a small number of additional
parameters. Furthermore, the prompt-based method has
also been used in vision-language models [27, 46, 51, 52]
to improve performance on various downstream tasks.

2.3. Continual Learning on a Pre-trained Model

The aforementioned CIL methods all involve training the
model from scratch, while CIL with pre-trained model
[35, 39, 50, 52] has gained much attention due to its strong
feature representation ability. L2P [52] utilizes the pre-
trained model and learns a set of extra prompts dynami-
cally to guide the model to solve corresponding tasks. Du-
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Figure 2. The framework of our proposed method. Left: The illustration of the structure of ViT and adapter. The adapter and local classifier
are incrementally trained in each session using the Eq. 4. Right: The process of retraining the classifier with semantic shift estimation.

alPrompt [37] proposes to learn of two mutually unrelated
prompt spaces: the general prompt and the expert prompt.
It encodes task-invariant instructions and task-specific in-
structions, respectively. CODAPrompt [31] introduces a
decomposed attention-based continual learning prompting
method, which offers a larger learning capacity than exist-
ing prompt-based methods [37, 52]. SLCA [45] explores
the fine-tuning paradigm of the pre-trained models, setting
different learning rates for backbone and classifiers, and
gains excellent performance. Adam [50] proposes to con-
struct the classifier by merging the embeddings of a pre-
trained model and an adapted downstream model. LAE [8]
proposes a unified framework that calibrates the adaptation
speed of tuning modules and ensembles PET modules to
accomplish predictions.

3. Methodology

3.1. Preliminary

Class-incremental learning formulation: We first intro-
duce the definition of CIL. Consider a neural network
Mθ = fθcls(Fθbne

(·)) with trainable parameters θ =
{θbne, θcls}. Fθbne

represents the feature extraction back-
bone which extracts features from input images and fθcls
stands for the classification layer that projects feature repre-
sentations to class predictions. In CIL setting, Mθ needs
to learn a series of sessions from training data Dt =
{(xt

1, y
t
1), (x

t
2, y

t
2), ...}, t = 1, ..., T and satisfy the condi-

tion Y (i) ∩ Y (j) = ∅, i ̸= j, where Y (i) represent the
label set in session i. The goal of Mθ is to perform well

on test sets that contain all the classes learned denoted as
Y = Y (1) ∪ ...Y (t) after t-th session.

Parameter-efficient tuning with Adapter: An adapter
is a bottleneck structure [4] that can be incorporated into a
pre-trained transformer-based network to facilitate transfer
learning and enhance the performance of downstream tasks.
An adapter typically consists of a downsampled MLP layer
Wdown ∈ Rd×d̂, a non-linear activation function σ, and an
upsampled MLP layer Wup ∈ Rd̂×d. Denote the input as
xi, we formalize the adapter as

out = xi + s · σ(xi ∗Wdown) ∗Wup, (1)
where ∗ stands for the matrix multiplication, σ denotes the
activation function RELU, and s denotes the scale factor.

Parameter-efficient tuning with SSF: SSF [22] modu-
lates pre-trained models using scale and shift factors to align
the feature distribution of downstream tasks. SSF inserts its
layers in each transformer operation. Suppose xi is the out-
put of one of the modules, SSF can be represented as

y = γ ⊙ xi + β, (2)

where γ ∈ Rd and β ∈ Rd denote the scale and shift factor,
respectively. ⊙ stands for Hadamard product.

Parameter-efficient tuning with VPT: Visual Prompt
Tuning (VPT) inserts a small number of trainable parame-
ters in the input space after the embedding layer [15]. It is
called prompts and only these parameters will be updated in
the fine-tuning process. Depending on the number of layers
inserted, VPT can be categorized as VPT-shallow and VPT-
deep. Suppose P = {pk ∈ Rd|1 ≤ k ≤ n} and the input
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embedding is x, VPT will combine x with P as

x′ = [x, P ], (3)

where n is the number of prompts and the x′ will be passed
into subsequent blocks.

3.2. Adapter-tuning without parameter constraints

Most of the work based on pre-trained models focuses
on how to apply the prompt-tuning strategies to the CIL
paradigm. However, tuning the same prompt parameters
across each learning session will cause catastrophic forget-
ting. As shown in Fig. 1, when progressively training the
shared extra module while keeping the pre-trained model
fixed, the adapter demonstrates its superiority over other
tuning methods such as prompt-tuning and SSF. Fine-tuning
the shared adapter incrementally seems to well balance
the learning of new classes and old-knowledge retaining.
Based on this observation, we delve deeper into incremental
adapter tuning and use it as our baseline. The whole frame-
work of the proposed method is shown in Fig. 2. Some
methods [25, 47] adopt the first-session adaption and then
fix the backbone. In addition, previous methods often uti-
lize knowledge distillation [12] (KD) loss to restrict param-
eter changes of the feature extractor to mitigate forgetting.
Totally different from earlier methods [17, 21, 28], we pro-
pose that the shared adapter should be tuned incrementally
without parameter constraints. Next, we will provide a de-
tailed description of the proposed baseline and offer a rea-
sonable explanation and analysis.

Implementation of adapter-based baselines: During
incremental training sessions, only adapter and classifier
layers are updated, and the pre-trained ViT model is frozen.
As the cosine classifier has shown great success in CIL, we
follow ALICE [26] to use the cosine classifier with a mar-
gin. The margin hyper-parameter could also be used as a
balance factor to decide the learning and retaining. The
training loss can be formulated as follows:

Lt = − 1

N t

Nt∑
j=1

log
es(cosθ

i
j−m)

es(cosθ
i
j−m) +

∑Y (t)−{i}
c=1 es(cosθ

c
j )

(4)
where cosθij =

wi∗fj
||wi||∗||fj || , N

t denotes the number of train-
ing samples of the current session, s and m represent the
scale factor and margin factor, respectively.

As we do not retain any image samples, the gradients
computed during the optimization of current samples not
only affect the newly trained classifiers but also have an im-
pact on the previously learned classifiers. The forgetting
of the classifier is significant when no samples are retained.
Thus, we follow previous work [8, 36, 45] to adopt the local
training loss where we only compute the loss between cur-
rent logits and labels and hinder the gradient updates of the
previous classifier which alleviates the classifier forgetting.

Figure 3. Comparison of the performance on ImageNetR dataset
with different extent of parameter constraints. Left: The overall
accuracy of each session. Right: The accuracy of new classes.

Figure 4. Parameter sensitivity analysis on the ImageNetR dataset.
Left: The parameter sensitiveness of two incremental tasks.
Right: The sensitiveness of different parameters in one task.

Analysis of the adapter-based baseline: We will ana-
lyze why the adapter shows its superiority in the CIL over
other PET methods, and why we choose to incrementally
tune the shared adapter without parameter constraints.

First, we elaborate on why incrementally tuning the
adapter is better in the context of CIL. By utilizing the
residual structure, the adapter can retain the generalization
capabilities from the pre-trained model while adapting to
new tasks. The incremental tuning of the adapter exhibits
a cumulative learning capability, where the representational
capacity of the adapter is further enhanced as the learning
sessions progress. In contrast, both SSF and prompt tun-
ing have limitations when it comes to handling CIL. These
methods suffer from overfitting to the current distribution.
When the shared parameters excessively overfit each cur-
rent task, the model gradually loses its generalization abil-
ity which is harmful for training a unified model for CIL.
Then, we try to utilize KD loss to implicitly limit parameter
updates and adjust the weighting factor. As shown in Fig. 3,
the results demonstrate that unconstrained training is more
beneficial for new-classes learning and improving overall
performance. Based on this observation, we propose our
proposition from the perspective of parameter sensitivity.
Proposition 1: Confining the change of parameters of pre-
vious tasks hinders the plasticity of new classes due to the
similarity of parameter sensitivity among tasks.

Proof: Given the parameter set θ = {θ1, θ2, ...θN} and
training set Dt = (Xt, Yt) in t-th session, the definition of
parameter sensitivity [9, 47] is defined as

sti = L(Xt, Yt|θi)− L(Xt, Yt|θ∗i ), (5)
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where θ∗i = θi+∆θi and L denotes the optimized loss in the
classification task. We use the first-order Taylor expansion,
and the parameter sensitivity can be rewritten as follows:

si = −gi∆θi = − δL
δθi

∗∆θi, (6)

as ∆θi denotes the update after the training process, we fol-
low the work [9] to use the one-step update to approximate
the ∆θi = ϵ δL

δθi
. Therefore, the parameter can be approx-

imately computed as si ≈ −ϵ( δL
δθi

)2. As shown in Fig. 4,
the sensitivity values of tuning parameters for two different
sessions are nearly equal and the most sensitive parameters
are always up weights. This means that constraining the pa-
rameter update would hinder the learning of new classes and
further impede the ability of the model for continual learn-
ing. Furthermore, in the experimental section, we demon-
strate the representative capacity of the adapter continued to
strengthen through incremental tuning.

3.3. Semantic shift estimation without past samples

Due to the selective updating of classifiers corresponding to
the current task during training, the classifiers across dif-
ferent learning sessions are not fully aligned in the same
feature space. To further optimize classifiers, we store the
prototypes after training the backbone and local classifier.
However, as the backbone is trained incrementally with new
classes, the feature distribution of old classes undergoes
changes. Retraining the classifier with the previous pro-
totypes is sub-optimal. Since the feature representability
of the backbone updates over time, using outdated features
may not effectively retrain a unified classifier. To solve this
problem, we update the feature distribution of old classes
by computing the semantic shift over the learning process.
We follow SDC [42] to estimate the semantic shift of old
prototypes without access to past samples.

Suppose φt
c denotes the prototype of category c in ses-

sion t and r is the learning session that the category belongs
to. We have no access to the samples of category c to update
the prototype in session t (when t > r). The semantic shift
of class c between two sessions can be represented as

∆r→t
c = φt

c − φr
c , φr

c =
1

N c
r

Nc
r∑

n=1

F(Xc
r , θr). (7)

While we do not have access to data from the old class c,
we can only estimate the shift of current task categories on
old and new models. The semantic shift of current samples
between two sessions can be represented as

δt−1→t
i = eti − et−1

i , (8)

where e denotes the embedding of one sample in the cur-
rent task t. We can compute et−1

i at the start of the current
task with the model trained in task t − 1. After training

on the new task, we compute δt−1→t
i and use it to estimate

∆t−1→t
c . We compute the shift as

∆̃t−1→t
c =

∑
αiδ

t−1→t
i∑
αi

, c /∈ Ct,

αi =e−
||et−1

i
−φt−1

c ||
2σ2 ,

(9)

where σ is the standard deviation of the distribution of class
c; Ct denotes classes learned in the current session. Before
retraining the classifier, we update the prototypes with{

φc = φt−1
c + ∆̃t−1→t

c , c /∈ Ct

φc =
1
Nc

∑
i ec , c ∈ Ct,

(10)

where Nc denotes the number of images in class c.

3.4. Unified classifier training

Previous work [32, 45, 54] has attempted to retrain a uni-
fied classifier by modeling each class as a Gaussian distri-
bution and sampling features from the distribution. We re-
fer to this method as classifier alignment (CA) and adopt
a similar approach that incorporates semantic shift estima-
tion, which we denote as SSCA. Specifically, we compute
the class prototypes Pc = {φ1, ..., φC} and covariance
Σc = {ς1, ..., ςC} for each class after training process in
each learning session. The calculation of class prototypes
is based on Eq. 10. Due to the capability of the trained
backbone network to provide well-distributed representa-
tions, each class exhibits an unimodal distribution. There-
fore, we form a normal distribution N (µc,Σc) for each
class with class prototype and variance. We sample features
Vc = {vc,1, ...vc,Sn} from the distribution to obtain diverse
samples, where Sn is the number of the sample features for
each class. Then, we use these features to train classifica-
tion layers θcls with a commonly used cross-entropy loss as

L(θcls,Vc) = −
Sn∗C∑
i=1

log
e(θ

j
cls(vi))∑

k∈C e(θ
k
cls(vi))

, (11)

where C denotes all classes learned so far. We normalize
the features and classifier the same as backbone training.

4. Experiments
4.1. Datasets and Evaluation Protocols

Dataset: We evaluate our method on four commonly-used
CIL benchmarks and one cross-domain CIL dataset. We
randomly split the dataset into 10 or 20 learning tasks. CI-
FAR100 [18] is a widely used dataset in CIL which con-
sists of 60000 images, belonging to 100 different cate-
gories. CUB200 [33] is a dataset that contains approxi-
mately 11,788 images of 200 bird species with fine-grained
class labels. Additionally, we also follow recent work
[45, 50] to use the other three datasets which have a large
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Method Params Split-ImageNetR Split-ImageNetA CUB200 CIFAR100
ALast ↑ AAvg ↑ ALast ↑ AAvg ↑ ALast ↑ Aavg ↑ ALast ↑ Aavg ↑

Joint 86M 81.72±0.35 - 50.56±1.75 - 88.17±0.32 - 89.71±0.07 -
FT 86M 20.93±0.86 40.35±0.74 6.03±4.74 16.57±5.8 22.05±1.69 45.67±2.04 22.17±1.09 41.83±1.60

SLCA [45] 86M 79.35±0.28 83.29±0.46 61.05±0.63 68.88±2.31 84.68±0.09 90.77±0.79 91.26±0.37 94.29±0.92

Adam-adapter [50] 1.19M 65.79±0.98 72.42±1.41 48.81±0.08 58.84±1.37 85.84±0.08 91.33±0.49 87.29±0.27 91.21±1.33

Adam-ssf [50] 0.2M 66.61±0.09 74.36±1.00 48.94±0.14 58.79±2.82 85.67±0.15 90.99±0.76 85.27±0.21 89.90±0.98

Adam-prompt [50] 0.04M 65.29±1.52 72.97±0.56 29.29±7.42 39.14±7.59 85.28±0.47 90.89±0.86 85.04±1.04 89.49±0.58

LAE [8] 0.19M 72.29±0.14 77.99±0.46 47.18±1.17 58.15±0.73 80.97±0.51 87.22±1.21 85.25±0.43 89.80±1.20

L2P [38] 0.04M 72.34±0.17 77.36±0.64 44.04±0.93 51.24±2.26 67.02±1.90 79.62±1.60 84.06±0.88 88.26±1.34

ADA [6] 1.19M 73.76±0.27 79.57±0.84 50.16±0.20 59.43±2.20 76.13±0.94 85.74±0.26 88.25±0.26 91.85±1.32

DualPrompt [37] 0.25M 69.10±0.62 74.28±0.66 53.19±0.74 64.59±0.08 68.48±0.47 80.59±1.50 86.93±0.24 91.13±0.32

CODAPrompt [31] 3.84M 73.31±0.50 78.47±0.53 52.08±0.12 63.92±0.12 77.23±1.12 81.90±0.85 83.21±3.39 87.71±3.17

SSIAT (Ours) 1.19M 79.38±0.59 83.63±0.43 62.43±1.63 70.83±1.63 88.75±0.38 93.00±0.90 91.35±0.26 94.35±0.60

Table 1. Experimental results on four CIL benchmarks. All other methods are reproduced using the same seeds for a fair comparison.

Figure 5. The performance of each learning session on four datasets. (a) ImageNetR; (b) ImageNetA; (c) CUB200; (d) CIFAR100. These
curves are plotted by calculating the average performance across three different seeds for each incremental session.

Method ImageNetR ImageNetA
ALast ↑ AAvg ↑ ALast ↑ AAvg ↑

SLCA [45] 74.63±1.55 79.92±1.29 36.69±21.31 56.35±7.09

Adam-adapter[50] 57.42±0.84 64.75±0.79 48.65±0.12 59.55±1.07

Adam-ssf[50] 64.30±0.94 72.42±1.47 47.27±4.34 58.36±4.70

Adam-prompt[50] 59.90±1.13 68.02±1.02 29.93±4.88 39.13±4.19

LAE [8] 69.86±0.43 77.38±0.61 39.52±0.78 51.75±2.15

L2P [38] 69.64±0.42 75.28±0.57 40.48±1.78 49.62±1.46

DualPrompt [37] 66.61±0.58 72.45±0.37 42.28±1.94 53.39±1.64

CODAPrompt [31] 69.96±0.50 75.34±0.85 44.62±1.92 54.86±0.50

SSIAT (Ours) 75.67±0.14 82.30±0.36 59.16±1.03 68.45±1.92

Table 2. Experimental results for long-sequences (20 incremental
sessions) on ImageNetR and ImageNetA dataset.

domain gap with pre-training data. ImageNetR [10] con-
sists of 30,000 images with 200 categories. Although its
categories overlap with ImageNet-21K [29], the images be-
long to a different domain. ImageNetA [11] is a real-world
dataset that consists of 200 categories. This dataset exhibits
significant class imbalance, with some categories having
only a few training samples. VTAB [44] is a complex
dataset that consists of 19 tasks covering a broad spectrum
of domains and semantics. We follow previous work [50]
to select 5 tasks to construct a cross-domain CIL dataset.

Implementation details: We use ViT-B/16 [5] as the
pre-trained model, which is pre-trained on ImageNet-21K
[29]. The initial learning rate is set as 0.01 and we use the
cosine Anneal scheduler. In our experiments, we train the
first session for 20 epochs and 10 epochs for later sessions.
Following previous papers [45, 50], we use common evalu-
ation metrics in CIL. Specifically, we report the last session

accuracy ALast and average accuracy of the whole incre-
mental sessions AAvg = 1

T

∑T
i=1 Ai. We utilize three dif-

ferent seeds to generate three different class orders for eval-
uating various methods. We report the mean and standard
deviation based on the three experiments. See codes1.

4.2. Experiment Results

For a fair comparison, we compare our methods with SOTA
CIL methods based on the pre-trained vision transformer
model. We compare our methods with prompt-based meth-
ods L2P [52], DualPrompt [37], CODAPrompt [31], fine-
tuning methods SLCA [45], and adapter-based method
[6, 8, 50]. Tab. 1 shows AAvg and ALast with three dif-
ferent seeds on four CIL benchmarks.

CUB200 & CIFAR100: We first report the results
of each method on the CUB200 and CIFAR100 datasets.
Since these two datasets overlap with the pre-training data,
methods based on a pre-trained model achieve a huge im-
provement in performance compared with methods that are
trained from scratch. For example, as shown in Tab. 1, the
average accuracy on L2P, DualPrompt, and CODAPrompt
reached 88.26%, 91.13%, and 87.71% on CIFAR100, re-
spectively. Nevertheless, our method still outperforms those
prompt-based methods. Besides, our method does not re-
quire the construction of a prompt pool which allows each
task to learn specific prompt parameters. The adapter is
shared across tasks and our method avoids the parameter

1https://github.com/HAIV-Lab/SSIAT
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Method Ses.1 Ses.2 Ses.3 Ses.4 Ses.5 Avg↑
Adam-adapter[50] 87.60 86.07 89.14 82.72 84.35 85.97

Adam-ssf[50] 89.60 88.21 89.94 80.50 82.38 86.13
Adam-vpt[50] 90.20 87.57 89.69 80.39 82.18 86.01

SLCA[45] 94.80 92.43 93.54 93.98 94.33 93.82
LAE [8] 97.99 85.26 79.68 78.78 74.36 83.21

SSIAT (Ours) 96.10 92.71 94.09 93.68 94.50 94.21

Table 3. Experimental results for different methods on VTAB
dataset which contain 5 datasets from different domains.

expansion with tasks increasing. Even though the Adam-
adapter/SSF/prompt only needs to train in the first stage
which requires less training time, the performance of those
methods is inferior to our proposed method. Although the
performance of SLCA is comparable to our method in CI-
FAR100, the number of tuning parameters of our method is
much smaller. Besides that, the average performance of our
method on CUB200 is 93.00%, nearly 2.3% improvement
over SLCA. Fig. 5 (c) (d) shows the incremental accuracy
of each session on CUB200 and CIFAR100 and our method
is always at the top of all lines in the incremental process.

ImageNetR & ImageNetA: We report the performance
on ImageNetR and ImageNetA in Tab. 1. These two
datasets are more difficult due to the domain gap with the
pre-training data. It can be seen that the performance of
each method on these two datasets is lower than CIFAR100
and CUB200. Besides, we can see that SLCA outperforms
other previous methods significantly on these two datasets.
Notably, SLCA achieves an impressive last accuracy on Im-
ageNetR, surpassing the other methods. In contrast, our
method achieves SOTA-level performance on both datasets
with fewer tuning parameters. Based on Fig. 5, the perfor-
mance of our method is slightly higher than SLCA in sev-
eral learning sessions with fewer tuning parameters on the
ImageNetR dataset. On the ImageNetA dataset, our method
achieves the last accuracy of 62.43%, surpassing SLCA by
1.39%. The average accuracy across all sessions is 70.83%,
showing a 2% improvement.

Additionally, we evaluate the performance of each
method under the condition of long sequences. In this set-
ting, each session consists of only 10 classes, and the results
are summarized in Tab. 2. Our method also maintains ex-
cellent performance in terms of ALast and AAvg . The per-
formance of SLCA is highly dependent on the class order
in which the training data appears, resulting in a substantial
variance in ALast on ImageNetA. In contrast, the Adam-
based methods remain relatively stable in long-sequence
settings. For Adam-SSF, the long sequence only leads to
a nearly 2% performance drop in ImageNetR. However,
for SLCA, its performance drops by 5% on ImageNetR
and nearly 10% on ImageNetA. In comparison, our method
demonstrates excellent stability on long sequences and out-
performs other methods by a large margin.

VTAB: VTAB is a cross-domain CIL dataset where each
task provides training data from a different domain. Based

on the results presented in Tab. 3, it can be observed that
both SLCA and our method perform well in cross-domain
CIL. Specifically, in the last incremental stage, our method
achieves an accuracy that is 12% higher than the Adam-
based methods. Adam-based methods only perform fine-
tuning in the first task and are not able to adapt well to sub-
sequent tasks on the cross-domain dataset.

4.3. Ablation Study

Baselines with different PET methods: Tab. 4 shows the
results of baselines with three different parameter-efficient
tuning methods in each incremental session. It can be ob-
served that the pre-trained model with an adapter achieves
the best performance in terms of both the last session accu-
racy and average accuracy. Fig. 1 demonstrates that tuning
with an adapter achieves a better balance between learning
new classes and retaining knowledge of old classes. Both
VPT-deep and SSF methods tend to prioritize learning new
categories, which leads to increased forgetting of previously
learned categories. Although VPT-shallow performs well
on CIFAR, its limited parameters hinder the model from in-
crementally learning new classes on ImageNetR. More re-
sults on the other datasets can be found in the Supp.

Unified classifier retraining vs. Separate local classi-
fier: As we train separate task-specific classifiers in each in-
cremental session, we propose to retrain the classifier to find
the optimal decision boundary for all the classes. Tab. 5 dis-
plays the ablation experiments of the classifier re-trained on
ImageNetA which is the most difficult benchmark. It can be
observed that whether it is a linear or a cosine classifier, re-
training the classifier leads to a significant performance im-
provement. Additionally, incorporating the computation of
prototype semantic shifts further enhances the performance
by an additional 2% in the cosine classifier. Compared to
the classifier alignment methods that do not involve com-
puting updated prototypes, our method demonstrates its su-
periority as the incremental stages progress. More results
on the other datasets can be found in the Supp.

Progressively tuning vs. first session adaptation: Tab.
6 shows the linear probing results of different adaption
ways. After finishing the training of the last session, we
freeze the pre-trained backbone and only train the classifier
using all the samples. It is evident that not performing tun-
ing and solely freezing the pre-trained model leads to the
worst performance, regardless of the dataset. First-session
adaptation proves to be a good choice as it reduces train-
ing time and works well for datasets like CIFAR100 and
CUB200. However, for datasets such as ImageNetA and
ImageNetR, which have significant domain gaps from the
pre-trained model, relying solely on first-session adaptation
is suboptimal. By continuously fine-tuning the adapter, we
observe that the backbone exhibits stronger representability
compared to only tuning in the first session.
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PET Method Params Ses.1 Ses.2 Ses.3 Ses.4 Ses.5 Ses.6 Ses.7 Ses.8 Ses.9 Ses.10 Avg↑

SSF [22] 0.2M 98.50 91.90 88.57 85.02 83.92 78.70 77.79 77.89 73.02 74.91 83.03
VPT-deep [15] 0.046M 97.60 69.15 68.70 56.60 55.56 48.87 55.97 56.05 53.48 55.21 61.72

VPT-shallow [15] 0.004M 98.40 92.95 88.80 92.06 87.26 86.37 85.64 85.31 85.36 85.10 88.72
Adapter [4] 1.19M 98.50 95.35 91.60 91.08 90.92 90.08 89.80 89.62 88.98 89.29 91.52

Table 4. Experimental results for baselines with different efficient tuning methods on CIFAR100. We report the overall performance of
each session and the average performance.

Classifier Method Ses.1 Ses.2 Ses.3 Ses.4 Ses.5 Ses.6 Ses.7 Ses.8 Ses.9 Ses.10 Avg↑

Linear
w/o CA 74.65 68.37 63.90 58.82 58.02 55.48 54.03 52.89 51.62 52.13 58.99
w/ CA 74.65 71.59 67.93 64.24 62.08 60.90 59.03 57.32 56.41 56.85 63.10

w/ SSCA 74.65 70.92 67.64 63.91 62.65 60.96 60.38 58.55 58.13 57.77 63.55

Cosine
w/o CA 82.66 77.78 72.20 67.63 66.01 63.18 59.97 59.35 58.93 57.91 66.56
w/ CA 82.66 79.70 74.56 70.40 68.19 65.66 63.40 61.77 60.70 59.78 68.68

w/ SSCA 82.66 80.60 75.91 72.41 71.56 69.01 66.10 64.60 63.00 62.43 70.83

Table 5. Ablation results for unified classifier training and semantic shift estimation on ImageNetA. We report the overall performance of
each session and the average performance. We run the experiments with three seeds and reported the average performance.

Method CIFAR ImageNetR ImageNetA CUB
No-Adapt. 86.08 68.42 33.71 86.77

First-Adapt. 91.33 78.02 63.53 89.27
All-Adapt. 92.57 82.02 65.96 89.86

∆ ↑ 1.24% 4.00% 2.43% 0.59%

Table 6. Linear probing results of different training ways on four
datasets. We retrain the classifier using all the data on the fixed-
trained backbone.

Structure Params CIFAR ImageNetR ImageNetA
AdaptMLP-P [4] 1.19M 94.35±0.60 83.63±0.43 70.83±1.63

AdaptMLP-S [4] 1.19M 94.16±0.88 83.19±0.47 71.00±1.52

Convpass [16] 1.63M 94.08±0.99 83.64±0.35 69.96±1.09

Adapter [13] 2.38M 94.26±0.91 83.65±0.50 70.94±1.42

Table 7. Experimental results of different adapter structures. We
report the average performance and standard deviation.

Different structures of the adapter: In this paper,
we follow AdaptFormer [4] to use parallel adapterMLP as
the adapter structure. We also delve deeper into different
adapter structures such as Adapter [13] and Convpass [16].
Although these different tuning structures may exhibit per-
formance differences under static settings, the performance
differences among those adapter structures are minimal in
the context of CIL shown in Tab. 7. This offers us the flex-
ibility to employ various adapter structures within the con-
text of the CIL paradigm.

Comparison to traditional CIL methods: We conduct
evaluations by comparing our approach to SOTA traditional
CIL methods shown in Tab. 8. We replace the Resnet back-
bone with the pre-trained ViT model for fair comparison.
The results indicate that the performance of iCaRL tends
to be inferior compared to SOTA model expansion meth-
ods and our proposed method, even when past samples are
stored. It can be observed that methods such as Foster
and Der, which dynamically expand feature extraction net-

Method ImageNetR ImageNetA
ALast ↑ AAvg ↑ ALast ↑ AAvg ↑

iCaRL [28] 61.70±0.56 71.34±0.67 29.32±2.36 40.11±1.36

Foster [34] 75.87±0.38 81.54±0.82 12.44±17.45 17.01±20.44

Der [41] 75.63±0.86 81.13±0.11 38.43±2.39 46.43±3.29

Memo [48] 65.38±0.90 73.80±0.86 28.45±2.37 40.27±1.22

SSIAT (Ours) 79.38±0.59 83.63±0.43 62.43±1.63 70.83±1.63

Table 8. Comparison to traditional CIL methods on ImageNetR
and ImageNetA dataset.

works, achieve impressive results on ImageNetR. The aver-
age accuracy of these methods is only 2% lower than our
method. However, on ImageNetA, where there are few-
shot samples for many classes, these methods exhibit low
performance. More ablation experiments related to hyper-
parameters can be found in the supp.

5. Conclusion

Class-incremental learning on a pre-trained model has re-
ceived significant attention in recent years. In this pa-
per, we first revisit different PET methods in the context
of CIL. Then, we propose that incrementally tuning the
shared adapter and local classifier without constraints ex-
hibits less forgetting and gains plasticity for learning new
classes. Moreover, to train a unified classifier, we calculate
the semantic shift of old prototypes and retrain the classi-
fier using updated prototypes in each session. The proposed
method eliminates the need for constructing an adapter pool
and avoids retaining any image samples. Experimental re-
sults on five benchmarks demonstrate the effectiveness of
our method which achieves the SOTA performance.
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