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Abstract

Estimating full-body human motion via sparse tracking
signals from head-mounted displays and hand controllers in
3D scenes is crucial to applications in AR/VR. One of the
biggest challenges to this task is the one-to-many mapping
from sparse observations to dense full-body motions, which
endowed inherent ambiguities. To help resolve this ambigu-
ous problem, we introduce a new framework to combine rich
contextual information provided by scenes to benefit full-
body motion tracking from sparse observations. To estimate
plausible human motions given sparse tracking signals and
3D scenes, we develop S Fusion, a unified framework fus-
ing Scene and sparse Signals with a conditional difFusion
model. S Fusion first extracts the spatial-temporal relations
residing in the sparse signals via a periodic autoencoder,
and then produces time-alignment feature embedding as
additional inputs. Subsequently, by drawing initial noisy
motion from a pre-trained prior, S>Fusion utilizes condi-
tional diffusion to fuse scene geometry and sparse track-
ing signals to generate full-body scene-aware motions. The
sampling procedure of S* Fusion is further guided by a spe-
cially designed scene-penetration loss and phase-matching
loss, which effectively regularizes the motion of the lower
body even in the absence of any tracking signals, mak-
ing the generated motion much more plausible and coher-
ent. Extensive experimental results have demonstrated that
our S*Fusion outperforms the state-of-the-art in terms of
estimation quality and smoothness. Code is available at
https://github.com/jn-tang/S2Fusion.

1. Introduction

With the emergence of advanced AR/VR technologies, there
is an increasing demand for generating realistic human
avatars in applications such as virtual conferencing and gam-
ing. However, common AR/VR devices, e.g., HTC Vive and
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Meta Quest Pro, provide only sparse tracking signals from
inertial measurement units (IMU) embedded in single head-
mounted displays (HMD) and hand controllers. Using sparse
tracking signals to generate dense full-body motions is a
one-to-many mapping with inherent ambiguities, making
this problem a challenging task.

A natural method to generate full-body motion is leverag-
ing data-driven methods that utilize both large-scale motion
capture data [40] and sparse tracking signals by AR/VR de-
vices. Recently, various data-driven models — ranging from
simple regression-based methods [2, 14, 28, 63, 76] to prob-
abilistic generative models such as VAE [16], normalizing
flow [1] and diffusion model [17] — are deployed. Although
these methods show various ways of finding the most proba-
ble human motion estimation, they still fail to narrow down
the distribution of possible motion space, leaving the crux
of one-to-many ambiguity unresolved. Existing methods
[1, 14, 16, 17, 28, 60, 64] also failed to pose constraints on
the pose of the lower body, making the generated motion
disastrous as the legs are free to penetrate through scene ge-
ometries; the generated motion of legs may also uncorrelated
with hands motion, resulting in the moving of hands and feet
on the same side. The incurring of implausible leg motions
is due to the lack of observations on the lower body.

Since human motion is highly related to the surrounding
environments, introducing the scene modality can greatly
reduce the ambiguities in estimating full-body motion from
sparse tracking signals. The rich contextual information pro-
vides valuable cues to infer the lower body motion, even
though no direct observations are available. Therefore, we
propose to combine the scene information with sparse track-
ing signals for human motion estimation. To handle the
uncorrelated issues between the generated motion of legs
and hands, we use the temporal movement pattern presented
in the upper body observations to control the generation of
lower body motions.

To estimate plausible human motions given sparse track-
ing signals and 3D scenes, we develop S?Fusion, a unified
framework fusing Scene and sparse Signals with a condi-
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Figure 1. Given sparse tracking signals from only the head and
left/right hands, our method accurately estimates full-body motion
in the 3D scene.

tional difFusion model. S?Fusion models this specific task by
a conditional diffusion model, in light of the recent success
of diffusion models in motion generation [9, 51]. Diffusion
models support flexible control on generating samples, by
incorporating various loss functions in the loss-guided sam-
pling process [11, 46]. To tackle the lack of paired motion-
scene datasets and to generate more diverse motion, the
reverse diffusion process starts from a non-Gaussian motion
distribution, by adopting a pre-trained motion prior on a
large-scale motion dataset [40]. To coordinate the human
motion in 3D scenes, we extract the periodic motion feature
of the sparse tracking signals using a periodic autoencoder
[49]; the periodic motion feature represents the alignment
of full-body motions in time and space, resulting in more
effective positional embeddings. To facilitate the mitigating
of unrealistic lower body motions, we guide the diffusion
sampling process by the gradient of our specially designed
loss functions, under the framework of loss-guided sampling
[46]. Our loss functions include scene-penetration loss and
phase-matching loss, which regularizes the lower body mo-
tion even in the absence of any tracking signals.

In summary, our paper makes the following contributions:

* We introduce a new framework that combines scene in-
formation and sparse tracking signals for human motion
estimation to greatly reduce the inherent ambiguities in
estimating full-body motion. To further enhance human
motion estimation, we propose to extract periodic mo-
tion features from sparse tracking signals to improve the
coordination between the upper and lower body.

* We develop a unified diffusion method, i.e., S2Fusion,
tailored for the scene-aware human motion estimation
with sparse signals. S*Fusion integrates three main com-
ponents: 1) a motion prior that provides initial value
for the reverse diffusion process, which significantly
improves generation quality and inference speed; 2) a
periodic motion feature extractor that learns the spatial-
temporal alignment of input signals varies in unit and
scale; the extracted feature is then combined with sparse

tracking signals and scene geometry as conditional in-
puts, fed to motion generation process; 3) a set of spe-
cially designed loss functions, which effectively intro-
duce regularization on the motion of the lower body
during the loss-guided diffusion sampling process.

* We conduct extensive experiments for the scene-aware
human motion estimation and verify S*Fusion can suc-
cessfully reduce the inherent ambiguities posed by the
sparse-to-dense problem in contrast to other pure sensor-
based methods and achieve a notable performance boost.
Moreover, comprehensive ablation studies also demon-
strate the effectiveness of the developed three main com-
ponents of S?Fusion.

2. Related Work
2.1. Motion Estimation from Sparse Sensors

There is a surging interest in studying reconstructing human
motion from sparse sensor inputs, as it is not only economi-
cal compared to traditional marker-based optical solutions
or vision-based solutions [69, 71], but also suits the needs of
AR/VR applications. A major problem in reconstructing full-
body motions where only sparse observations are available is
the ambiguities inherent in this one-to-many mapping prob-
lem. One line of work reconstructs full-body motion from six
IMUs located on the head, left/right wrists, left/right knees,
and torso, pioneered by von Marcard et al., [56]. Yi et al.
proposed a real-time RNN-based method TransPose [65] to
predict full-body motions, and their follow-up works [66, 67]
refines the predicted motions by physics-based optimization
and egocentric SLAM system, respectively. Other backbones
are also explored, DIP [26] is powered by biRNN, and TIP
[29] deployed Transformer encoder architecture. Another
line of work reconstructs full-body motion from three 6D
trackers located on the head and left/right hands, providing
accurate translation and rotation measurements. [1, 16, 17]
tried various generative probabilistic models to solve the
unconstrained problem, while [2, 28, 76] used Transformer
backbone to regress full-body motion directly. Our method
fits this line of research of estimating full-body motion from
three 6D trackers. In addition, our approach brings scene
information to resolve the inherent ambiguities induced by
sparse-to-dense mapping, resulting in notable estimation
improvement.

2.2. Diffusion-based Probabilistic Models

Diffusion-based probabilistic models (DPMs) [22, 47] have
recently shown promising results in image generation [13],
video generation [18, 23], and speech synthesis [33], demon-
strating their powerful probabilistic modeling capabilities.
The success of DPMs is mainly attributed to their ability
to support versatile conditioning and are highly control-
lable. Increasing interest grows to further control the genera-

21252



tion process of DPMs by adjusting the denoising trajectory,
such as classifier guidance [13], imputation and inpainting
[10, 11, 48, 79], which can be collectively termed as loss-
guided diffusion (LGD) [46]. The loss-guided diffusion en-
ables flexible conditioning without retraining existing mod-
els, effectively rendering DPMs a powerful generation tool.
Our S%Fusion is a specifically designed diffusion model for
scene-aware human motion estimation from sparse signals.
It differentiates from standard diffusion models mainly in
three components: 1) a motion prior module for diffusion
initialization; 2) a comprehensive condition acquisition mod-
ule; and 3) a set of specifically designed loss functions in the
diffusion sampling stage.

2.3. Human Motion Generation

Human motion can be generated by any signal that de-
scribes the motion, including text [4, 9, 20, 31, 44, 51, 52,
61, 68, 72], audio [35, 54], action labels [9, 19, 42, 51],
or unconditioned [44, 74, 75]. With increasingly available
scene-motion datasets [0, 21, 24, 50, 70], there are shifts in
trends to generate human motions in 3D scenes, ranging from
holistically generating human motion with scene-awareness
[12, 25,27, 57-59, 73] to fine-grained reconstructing accu-
rate human-object interactions [8, 15, 30, 34, 36, 41, 53, 62].
Our method is the first attempt to fuse scene information
with sparse tracking signals to estimate full-body physical-
plausible human motion with a sophisticated diffusion
model.

2.4. Motion Frequency Analysis

The characteristic of motion in the frequency domain has
been utilized for motion synthesis [37], editing [7, 32], styl-
ization [55], and compression [5]. The features in the fre-
quency domain present a holistic view of the underlying
motion and are consistent over a period of time, hence are a
great medium for summarizing the movement pattern. Starke
et al. [49] have recently achieved success in using a deep
neural network to learn the periodic feature from motion
datasets and synthesizing high-quality motions, they demon-
strate the power of a new network architecture called periodic
autoencoder (PAE) in extracting the periodic behavior of the
motions. Shi et al. [45] built upon PAE a conditional VAE,
which also leverages phase features in robustly generating
motions. Instead of only leveraging the phase feature resid-
ing on the frequency domain, our method explores using
both the temporal and frequency domain features; the tempo-
ral domain features are useful in aligning motions time axis,
and the frequency domain features enabled us to correlate
the upper and lower body motions.

3. Human Motion Estimation with S?Fusion

It is not trivial to estimate full-body motion from scene
geometry and sparse signals, as it is an ill-conditioned one-

to-many problem, and care must be taken to deal with spatial
scene geometry and temporal sparse signals. In light of the
recent success of the diffusion model in text-to-motion gen-
eration [51], we design a conditional diffusion model to
generate full-body poses given scene geometry and sparse
tracking signals. However, we observed several issues that
hinder the motion generation quality from directly applying
the conditional diffusion model. First, due to the limited
data volume of the existing motion-scene datasets, the gen-
erated motion is less diverse and unrealistic. Second, the
tracking signals only come from the upper body, so it is
hard to generate correlated upper and lower body motions.
To tackle these challenges, we designed a novel diffusion
method, i.e., S2Fusion that leverages a pre-trained motion
prior and augments scene and sparse tracking signals with
periodic alignment features to generate more diverse and
realistic motions.

Given a sequence of sparse tracking signals p
RY*¢ and scene geometry S € RP*3, we aim to predict
full-body motion x*" € R¥*" Here c and n respectively
denote the dimension of input and output, and P denotes
the number of points in the scene point cloud. The popular
SMPL [38] model is used to represent human poses and only
the first 22 joints of the SMPL model [28] are considered.
We use the 6D representation [78] to represent rotations for
effectively learning rotation quantities. Leveraging the scene
geometry S, sparse tracking signals p'*"V and the periodic
alignment features f L:N ' \e obtain the final clean motion
x4V by a conditional diffusion model, given initial noisy
sample X'V . We depict our full-body motion generation
pipeline in Figure 2.

1:N c

3.1. Motion Prior for S?Fusion Initialization

To circumvent the limited volume of scene-motion datasets
and generate more diverse and realistic motions, we pro-
pose to draw initial motion distribution from a pre-trained
motion prior for the reverse diffusion process [39]. We
build a VAE-based generative model that resembles an
encoder-decoder architecture and trained on large-scale mo-
tion dataset AMASS [40].

Once the VAE-based generative model is trained, we can
sample initial motion unaware of the scene by conditioning
on the tracking signals,

XN = fy(z,p),

the sampled motion X'V is then refined by our conditional

diffusion process Sec. 3.3.

Compared to Gaussian noise, the pre-trained generative
prior captures the complex structure of the motion manifold,
therefore improving the sample quality. Meanwhile, by jump-
starting to a noisy motion (as compared to standard DDPM
settings which require 7" = 1000 denoising steps [39]), we
can also achieve accelerated inference speed.

z~N(0,1), )
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Figure 2. Illustration of S?Fusion pipeline. Given the sparse tracking signals p'*" and scene geometry S, S?Fusion generates full-body
motion with scene awareness and coherent upper and lower body movements. (1) The pre-trained motion prior fy first samples the initial
noisy motion X'V for the reverse diffusion process; (2) then the periodic motion features 'V are extracted by a periodic autoencoder, and
combined with encoded scene feature Es and the sparse tracking signals p**~ to form the final conditioning input ¢ to the reverse diffusion
process; (3) the conditional diffusion model predicts the clean motion x3N from noisy motion %1V conditioned on c; (4) the diffusion
sampling process is further guided by the gradient of £penctration and phase to generate scene-aware and physically plausible motions.

3.2. Condition Acquisition for S*Fusion

The overall conditioning input to our diffusion model is
c=(p"", ' Es), 2

consists of raw tracking signals, periodic alignment features,
and encoded scene features. We introduce the acquisition of
the conditioning inputs as follows.

Scene conditioning. During human-scene interaction, only a
small region around the human provides meaningful contex-
tual information. Hence we crop a 2m x 2m x 2m bounding
box Bs around the human, given the global translation mea-
sured by HMD. The cropped point cloud is then fed into a
scene encoder [43] hy, obtaining the scene feature vector
Es.

Periodic motion feature. Though the observed tracking sig-
nals consist of varying sources with different units and scales,
i.e., rotation from the gyroscope, and position from the in-
frared optical sensor, the changes in these signals reflect
the temporal movement pattern of the underlying motions.
As suggested by [49], full-body movements can happen as a
composition of multiple local periodic movements, and these
movements can be decomposed into multiple latent chan-
nels that capture the non-linear periodicity of different body

segments, which are aligned in time. To effectively extract
the temporal alignment feature of these signals, we resort
to the frequency domain and use a periodic autoencoder
(PAE) [49] g, to compute the frequency domain parameters
frequency F, amplitude A, offset B and phase shift S. Intu-
itively, the phase shift indicates the time-alignment of the
motions, while the amplitude resembles the momentum.
The PAE g, consists of a combination of 1D convolution
and a fast Fourier transformation (FFT) layer to compute the
amplitudes A, offsets B, and frequencies F of a temporal
signal ptiV,
[A, B, F] = FFT(Conv(p*")). (3)
The phase-shifts S are obtained by a separate fully-
connected network,
(84, 8,) = FC(Conv(p'™)), S = arctan(s,, s;). (4)
After extracting parameters in the frequency domain, we
can reconstruct a smoothed periodic alignment feature in the
temporal domain,

fi=A -sin(2r-(F-t—S)) + B, ®)
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Figure 3. A visualization of the periodic motion features of the
upper and lower body extracted from randomly selected motion se-
quences in AMASS[40]. The phase shift of the sinusoidal functions
indicates the time-alignment of the upper and lower body motions,
while the amplitude resembles the momentum. It can be shown that
the periodic motion features of the upper body are correlated with
that of the lower body.

where ¢t € {1,..., N}. The reconstructed feature in essence
is a multi-resolution sinusoidal function, which summarizes
the alignment of full-body motion in both time and space.

Sparse tracking signals. We take the position and rotation
of the head and left/right hands as input signals, and com-
pute angular and linear velocities as extra input following
previous work [28].

3.3. Conditional Denoiser of S>Fusion

Diffusion models consist of a forward diffusion process
and a reverse diffusion process. To model a distribution
X ~ q(Xp), the forward process follows a Markov chain of
T steps which progressively adds Gaussian noise and pro-
duces a series of time-dependent distributions g (x¢|x¢—1).
Formally,

q(xe|xe—1) = N(x3 /1 = Bixe—1, i), (6)
T
g(x1.rlx0) = [ [ a(xelxi-1), (7
t=1
where 3; € (0, 1) is the variance schedule at timestep ¢.

To generate full-body motion, we model the conditioned
motion generation problem by the reverse diffusion process,
which gradually cleans corrupted signal xp. Instead of pre-
dicting residual Gaussian noise €; added through each step ¢,
we predict the signal X itself following [51] with the simple
objective,

£simple = IE“ltr\/[l,T] ||G(Xi} N ta C) - XOH (8)
This iterative process at timestep ¢ can be formulated as
xiN = /a,_1G(x]

LNt e)++/1—ai1e, (9

where G is a network that learns to generate clean motion

N at timestep t, a; = Hle(l — f;) and € ~ N(0,1)
is the injected Gaussian noise. The denoising network G is
trained with Lmple and geometric loss [51] that regulates
the generated motion to lie on motion manifold,

Etrain = Esimple + £geomelrim (10)

Egeometric = | | FK()A{)

where the FK(-) denotes the forward kinematic process that
converts joint rotations into positions.

More details about the training details of the VAE-based
motion prior and periodic autoencoder are provided in the
supplementary.

— FK(xo)], (11

3.4. S*Fusion Sampling with Lower Body Motion
Regularization

Given the sparse tracking signals of the upper body, it is
already possible to reconstruct the upper body motion faith-
fully [17, 28, 76]. However, the lack of lower body tracking
signals makes the generated leg motions often possess un-
realistic behavior and are inconsistent with the upper body.
Special treatment to the lower body is required to generate
more realistic motions. To tackle the challenge presented
by the absence of observations, we designed two loss func-
tions that regularize the leg motions which do not require
any tracking signals from the lower body. We incorporate
the designed loss functions in the sampling procedure of
our S*Fusion, enabling flexible control of the lower body
motions.

Scene-penetration loss resolves the incurring of implausible
human-scene penetration,

=2 >

1€C beKNN(xg,;,k)

Epenetratmn XO max(r - ||X0,i - b||7 O)a
(12)
where C is the set of joints that we want to avoid contact
with the scene, k is the number of neighbors to the KNN
query, and points in the scene within radius r are considered
to be in contact. We empirically set C as the left/right ankles
and the left/right knees; we set 7 = 0.02m and k£ = 4 in our
evaluation.
Phase-matching loss forces the upper body and the lower
body to move in a coherent manner,

gphase(XO) = HPupper - Hower||7 (13)

where P,pper 1s the phase feature computed using the ampli-
tude and phase shift as defined in Sec. 3.2,

Pypper = [sin(27 - S), cos(27 - S), Al. (14)
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Algorithm 1: Sampling procedure of S>Fusion for
full-body human motion estimation.

Input: sparse tracking signals p*"V, scene point
cloud §
Output: full-body motion x}'V
/* preproc sinc
1z ~N(0,I)
2 Draw initial noisy motion from pre-trained prior
XN~ f¢(27 pl:N)
3 Extract periodic motion feature
4 Extract scene feature Eg := hy(Bg)
5 Form conditioning input ¢ := (p*V, f1'V Eg)

Ss1ng

fl:N = gT(pl:N)

/+ reverse diffusion process
1I:N ._ GLI:N
6 X7 =X

7fort=T,...,1do

8 | x5V =GNt c) redict in
signal
SN . o 1:N 1:N
9 Xg " =% =V ((Xp™) 1c
guidance
LN . /= 1I:N =
10 X0 = Xy V1 — g€

11 return x}’

The effectiveness of the phase-matching loss can be justified
by the observation that the upper and lower bodies always
move in a coordinated way: humans tend to synchronize the
upper and lower body movements to achieve balance during
everyday activities such as walking, running, dancing, and
so on. The movement of the upper body provides a valuable
cue to the movement of the lower body. We plot the periodic
motion features of the upper and lower body in Figure 3. We
observe there is a clear correlation between the upper and
lower body movements.

To compute the phase feature P,y of the lower body, we
select the anchor joints that can represent the motion of the
lower body: the pelvis and left/right ankles, resembling the
tracking signals sent from the head and left/right hands. Then
we collect the position, rotation, linear velocity, and angular
velocity of the generated lower body motions, following the
same procedure in Sec. 3.2. We then compute the phase shift
and amplitude parameter and obtain Pgyer-

Sampling with guidance from loss functions. The overall
loss guidance in the sampling stage of S*Fusion is as follows,

gsample = Q- gpenetration + ﬂ : ‘€pha567 (15)
where o and 3 are scaling factors controlling the strength of
applying guidance.

After obtaining a clean motion sample %}V as in Sec.

3.3, we guide the sampling process by injecting the gradient
of sample to regularize the motion of lower body,

SI:N s1:N

Xo Xy — nvﬁé:w&ample(&éw). (16)

The full pipeline of the sampling procedure is summarized
in Algorithm 1. We chose o = 0.1, 5 = 0.01, = 1 empiri-
cally.

4. Experiments

We first evaluate and compare our method to others [17, 28,
76] in commonly used metrics for motion reconstruction.
Then we conduct ablation studies to showcase the effective-
ness of the design choices of our model.

4.1. Experiment Setup
4.1.1 Datasets

We consider two motion-scene datasets to train and evalu-
ate our method. Both datasets consist of rich human-scene
interactions and provide fine-grained scene meshes.
CIRCLE [3] contains 10 hours of full-body motion in 9
diverse scenes paired with egocentric information of the
environment. We randomly split the training and testing data
by a 70:30 ratio, and discarded sequences shorter than 1.0s.
GIMO [77] consists of body pose sequences, scene scans,
and eye gaze information. The dataset is collected by using
Hololens and IMU-based motion capture suits for motion
acquisition; and iPhone 12 for scene scanning.

4.1.2 Evaluation Metrics

We evaluate the performance of our method against others
using the commonly used evaluation metrics, which measure
motion estimation accuracy, motion smoothness, and scene
awareness, respectively.

MPJRE (mean per joint rotation error) measures the average
relative rotation error of all body joints in deg. MPJPE
(mean per joint position error) measures the pose accuracy
of each frame in mm. MPJVE (mean per joint velocity
error) measures the average velocity error of all body joints
in mm/s. Jitter measures the average jerk, which is the
time derivative of acceleration, of all body joints and reflects
the smoothness of motion. F'S represents the accumulated
drift of foot joints during contact, it is computed by the
average horizontal displacement between the grounding feet
in adjacent frames.

We also conduct per-body part evaluations, as Hand PE,
Upper PE and Lower PE denote the hand position error,
upper body position error and lower body position error,
respectively.

4.2. Comparison

We compare our method with the state-of-the-art methods,
[17,28,76] on CIRCLE [3] and GIMO [77] datasets. For a
fair comparison, we re-train these methods on CIRCLE and
GIMO until convergence.
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GIMO [77] CIRCLE [3]
Method MPJRE| MPJPE| MPJVE| Jitter| FS| MPJRE| MPJPE| MPJVE | Jitter| FS|
AvatarPoser [28] 7.02 91.3 324.0 16.4 2.04 2.68 30.5 184.6 11.5 2.11
AGRoL [17] 6.58 88.6 269.4 12.5 1.70 2.62 28.7 141.1 8.2 1.72
AvatarJLM [76] 495 70.7 258.1 10.7 1.41 2.49 24.6 128.5 7.0 1.53
Ours 4.65 57.8 235.7 10.1 1.39 2.32 19.2 117.6 5.8 1.48
Table 1. Full-body motion estimation results evaluated on GIMO [77] and CIRCLE [3]
AGRoL AvatarJLM Ours GT

Figure 4. Qualitative results on the CIRCLE [3] dataset. We show the results of two motion sequences in different scenes and highlight the
implausible motions in the red box. It can be shown that our method generates more correlated leg motions and avoids scene penetration as

much as possible.

We show our quantitative results in Table 1 and Table 2.
Compared to other methods, our method achieves the best
MPIJPE and FS among others in both datasets, demonstrating
the effectiveness of incorporating scene information to re-
solve the sparse-to-dense ambiguities and to generate much
more accurate motions. Moreover, our S2Fusion model im-
proves the smoothness in motion generation, as showcased
by the MPJVE, Jitter and FS metrics. It could be also ob-
served that the estimation quality of the lower body motion is
significantly better than other methods by a large margin. The
superiority of our method is also evident in the qualitative
results shown in Figure 4. By visualizing the pose trajectory
in different scenes, we demonstrate that our method gener-
ates accurate and smooth motions; being able to incorporate
scene information as inputs, the motion generated by our
method incurred fewer scene penetrations.

4.3. Ablation Study

To further investigate the effectiveness of design choices in
SzFusion, we ablate the effectiveness of different compo-
nents. We first study the effectiveness of our model compo-
nents, including the benefit of introducing the scene as an
extra modality, and the use of pre-trained motion prior and
periodic autoencoder. Then we study the effectiveness of
our specially designed loss function during the loss-guided
sampling process.

4.3.1 Effectiveness of S’Fusion Modules Design

To assess our method’s effectiveness, we incorporated a pre-
trained motion prior, a periodic autoencoder, and an addi-
tional scene modality. Comparing our approach against four
alternatives in Tables 3 and 4, the results show that adding
scene information substantially enhances motion estimation
quality with limited upper body tracking data. This confirms
our claim that scene data can significantly resolve ambigui-
ties in sparse-to-dense scenarios. Moreover, initializing with
a motion prior addresses data scarcity issues and improves
motion smoothness and accuracy, while the periodic autoen-
coder enhances estimation by aligning motion temporally
and spatially.

4.3.2 Effectiveness of Loss-guided Sampling

We ablate the importance of incorporating our designed loss
function in the loss-guided sampling process. We show the
results compared against three alternatives in Table 5 and Ta-
ble 6. We notice that although the scene-penetration loss and
phase-matching loss can improve the motion estimation qual-
ity, they may introduce jittering motions into the generated
motions. Compared to scene-penetration loss, incorporating
phase-matching loss is more effective in producing accurate
motions, coinciding with our observation that the phase fea-
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GIMO [77] CIRCLE [3]
Method Hand PE Upper PE Lower PE Hand PE Upper PE Lower PE
AvatarPoser [28] 36.8 40.1 198.6 11.4 15.3 83.3
AGRoL [17] 23.7 29.8 163.9 9.1 14.5 77.4
AvatarJLM [76] 25.0 334 132.6 9.3 15.8 69.1
Ours 23.1 28.7 107.9 8.8 12.2 57.3

Table 2. More metrics comparison with AvatarPoser [28], AGRoL [17], and AvatarJLM [76] on GIMO [77] and CIRCLE [3]. We show the
results of comparing the hand, upper body, and lower body reconstruction quality.

Components
MP Scene PAE MPJPE MPJVE Jit. FS
X 26.2 135.9 79 1.65
22.7 128.1 7.1 158
20.9 120.5 6.0 1.51
21.8 125.3 6.6 152
19.2 117.6 58 1.48

N X N X X
SN ENENENX
<N x x

Table 3. Ablation on various components of our model on CIRCLE.
MP denotes the pre-trained motion prior, Scene indicates whether
the model receives the scene information as an extra input, and
PAE denotes the periodic autoencoder.

Components
MP Scene PAE

MPJPE MPJVE Jit. FS

X X X 76.6 264.9 11.7 1.68
X v X 68.1 2574 112 1.67
v v X 60.3 243.6 103 1.46
X v v 65.9 249.3 104 152
v v v 57.8 235.7 10.1  1.39

Table 4. Ablation on various components of our model on GIMO.
MP denotes the pre-trained motion prior, Scene indicates whether
the model receives the scene information as an extra input, and
PAE denotes the periodic autoencoder.

Loss fn.
Locnetration Lphase  MPJPE ~ MPJVE  Jit. FS
X X 20.6 119.1 56 143
v X 20.1 117.9 5.8 1.40
X v 19.8 118.5 6.1 1.50
v v 19.2 117.6 5.8 148

Table 5. Ablation on the effect of our designed loss function during
loss-guided sampling on CIRCLE.

tures are composed of time-alignment features and feature
vector resembles momentum. The scene-penetration loss has
merit on its own as it can avoid falsely contacting the ground,
especially in the CIRCLE dataset.

5. Conclusion

Our work addresses the pivotal challenge of estimating full-
body human motion in 3D scenes from sparse tracking sig-

Loss fn.
Lonase MPJPE  MPJVE  Jit. FS

1 penetration

X X 59.9 240.5 10.5 1.52
v X 583 239.1 104 1.58
X v 57.6 236.8 10.1  1.42
v v 57.8 235.7 10.1 1.39

Table 6. Ablation on the effect of our designed loss function during
loss-guided sampling on GIMO.

nals, a critical aspect for advancing AR/VR applications. To
tackle this problem, we propose S°Fusion that integrates
Scene and sparse Signals through a conditional DifFusion
model. S*Fusion first captures spatial-temporal relations in
sparse signals using a periodic autoencoder, generating time-
alignment feature embeddings as additional inputs. Employ-
ing conditional diffusion and drawing initial motion from a
pre-trained prior, S?Fusion effectively fuses scene geometry
and sparse tracking signals to generate full-body scene-aware
motions. To improve plausibility and coherence, S*Fusion
incorporates a specially designed scene-penetration loss and
phase-matching loss, providing guidance for the sampling
procedure. These losses effectively regularize lower-body
motion, even in the absence of tracking signals. Extensive
experiments demonstrate that S*Fusion outperforms state-
of-the-art methods by a large margin. Extending S*Fusion
for human motion estimation in more complex scenarios by
systematically integrating comprehensive physically plausi-
ble constraints is under consideration for our future work.
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