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Figure 1. We present DPHMs, a diffusion parametric head model that is used for robust head reconstruction and expression tracking
from monocular depth sequences. Leveraging the DPHM diffusion prior, we effectively constrain the identity and expression codes on the
underlying latent manifold when fitting to noisy and partial observations of commodity depth sensors.

Abstract

We introduce Diffusion Parametric Head Models
(DPHMs), a generative model that enables robust volumet-
ric head reconstruction and tracking from monocular depth
sequences. While recent volumetric head models, such as
NPHMSs, can now excel in representing high-fidelity head
geometries, tracking and reconstructing heads from real-
world single-view depth sequences remains very challeng-
ing, as the fitting to partial and noisy observations is under-
constrained. To tackle these challenges, we propose a latent
diffusion-based prior to regularize volumetric head recon-
struction and tracking. This prior-based regularizer effec-
tively constrains the identity and expression codes to lie on
the underlying latent manifold which represents plausible
head shapes. To evaluate the effectiveness of the diffusion-
based prior, we collect a dataset of monocular Kinect se-
quences consisting of various complex facial expression
motions and rapid transitions. We compare our method
to state-of-the-art tracking methods and demonstrate im-
proved head identity reconstruction as well as robust ex-
pression tracking.

1. Introduction

The fascination with 3D models of human heads spans
across millennia, evolving from sculptural artistry to the
realm of computer graphics. Creating a digital twin for each
person is poised to revolutionize entertainment and com-
munication, potentially transforming applications in video
calls, augmented reality, virtual reality, animated movies,
and gaming. For this revolution, we have to use afford-
able hardware that is accessible to everyone like webcams
or Kinect-like depth sensors that are built into smartphones
and laptops. Especially to capture the metrical size of a
human, the depth sensors play an important role, as ac-
tual distances are measured. However, with a single depth
sensor, only a part of the person is visible and the visi-
ble part contains sensor and surface-dependent noise. This
leads to a generally under-constraint reconstruction prob-
lem which needs to be addressed with data priors [5—
8,10, 11, 40, 51, 53].

The most common data priors for face reconstruction
are so-called 3D morphable models (3DMM) [5, 40] which
capture facial shape and expression variations using Prin-
cipal Component Analysis. However, these 3DMMs use
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a fixed template mesh which restricts their capacity to
model the full landscape of head identity geometries and ex-
pressions (e.g., diverse hairstyles, wrinkles, intricate faces,
etc.). Recently, Neural Parametric Head Models (NPHMs)
[24] have overcome these limitations by modeling full-
head avatars with a broad spectrum of hair geometries and
intricate non-linear facial deformations through an over-
parameterized coordinate MLP-based neural field. This
over-parametrization, however, is a key limitation when
NPHMs are used for an underconstrained reconstruction
task. Noisy or sparse input data leads to severe overfitting
of NPHMs, with highly unrealistic head reconstructions.

To this end, we introduce DPHMs, the first diffusion
generative model designed to generate clean and diverse 3D
heads from noisy NPHM latent representations. Our key
idea is to couple NPHMs with denoising diffusion models
that can produce high-fidelity and diverse samples by navi-
gating in the latent space. We learn identity and expression
parametric diffusion through iterative transitions between
noisy and clean latent representations, over-parametrized by
NPHMs. We leverage the noise estimation during diffusion
of the DPHM model to represent the gradient of the identity
and expression latent distributions, enabling effective regu-
larization of the identity and expression while fitting to real
sequences for commodity depth sensors. As illustrated in
Fig. 1, when fitting NPHMs to noisy and partial data, la-
tent vectors might fall outside the underlying latent surface
manifold, generating implausible head geometries. Using
our DPHM prior, those latents can be regularized towards
latent vectors that are on the surface manifold, generating
high-quality head geometries.

We evaluate our proposed method on a new challeng-
ing benchmark that contains various extreme facial expres-
sion motions with rapid transitions captured with a monoc-
ular Kinect Azure sensor. Extensive experiments and com-
parisons against recent state-of-the-art head reconstruction
methods demonstrate that our approach can reconstruct
more accurate head geometries and expressions and achieve
more robust and coherent facial expression tracking.

Our contributions can be summarized as follows:

* We propose the first diffusion generative model that cre-
ates clean and diverse 3D heads by explicitly learning the
distributions of identity and expression latent defined in
neural parametric head models.

* We design novel regularization terms based on diffusion
parametric head models, effectively constraining the la-
tent optimization when fitting sparse and noisy observa-
tions from monocular depth sequences.

* We collect a dataset of monocular Kinect scan sequences
with various challenging facial expression motions for
evaluation benchmark.

2. Related Work

3D morphable face and head models. The conception
of 3D morphable face and head models can be dated back
to the pioneering work of Blanz and Vetter [5]. They
introduced the concept of a 3D Morphable Face Model
(BDMM) based on a dataset of 200 3D face scans and used
Principal Component Analysis (PCA) to represent facial
shape and texture variations compactly. To enhance ex-
pressiveness, Cootes et al. introduced the Active Appear-
ance Model (AAM)[17]. Some subsequent models incor-
porated more captured data [7, 8, 11, 51, 53]. Advanced
facial models were designed to go beyond linear spaces.
These include multi-linear models [6, 10], non-linear mod-
els [76], and the FLAME model [40], which seamlessly
integrates linear shape spaces with articulated head com-
ponents. Recently, researchers have explored integrating
Signed Distance Functions (SDFs) and deformation fields
for human faces [24, 25, 84, 89], bodies [48, 49, 70], and an-
imals [38, 71]. While these neural parametric models excel
in producing high-fidelity geometries and estimating com-
plex non-linear deformations, they often struggle to gener-
ate reasonable samples from random noise. In contrast, our
approach enhances neural parametric models with diffusion
models, effectively mapping random noise latent vectors
onto the desired surface manifold.

Head reconstruction and tracking. Building upon the
data priors of 3D morphable models, many works [19, 20,
23, 26, 28, 59, 62, 73, 75, 77, 93] tried to reconstruct 3D
faces from monocular images or videos. Our work is more
closely related to those endeavors focusing on the 3D face/-
head reconstruction from scans [9, 42, 88]. For a com-
prehensive overview of early face tracking from scan se-
quences, we recommend referring to [52]. An early at-
tempt at tracking using commodity depth sensors can be
found in [79], where pre-recorded animation priors were
applied. Li [39] proposed a real-time method for Kinect
tracking. Thies et al. integrated RGBD face tracking
with facial reenactment in [74]. More recently, several
works [2, 13, 14, 21, 41, 55, 82, 90, 91] have attempted to
reconstruct human heads using coordinate-MLP represen-
tations. A concurrent work of MonoNPHM [25] extends
NPHMs for head tracking from monocular RGB videos.
IMAvatar [90] and PointAvatar [91] utilize coordinate-MLP
to build personalized canonical head geometries, which are
tracked through skinning weight fields generalized from the
FLAME model. However, these methods struggle to recon-
struct high-quality head avatars with intricate details due to
a lack of effective geometry priors. In contrast, we learn
high-quality priors from high-resolution full-head scans.

Diffusion models. Denoising Diffusion Models
(DDMs) [30, 63-66] have shown unprecedented gen-
eration diversity and realism in various data domains,
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including images [4, 22, 30, 31, 35, 43, 45, 47, 56, 58],
videos [16, 29, 34, 83], and shapes [12, 32, 44, 72, 85—
87, 92] To synthesize high-dimensional data effectively,
some methods compress physical data into a high-
dimensional latent space [1, 12, 56, 72, 85, 87] and learn
the distribution of latent features. Our approach adopts a
similar strategy, parametrizing high-resolution head avatar
geometry into two separate latent spaces (identity and
expression) and leveraging latent diffusion models to learn
their data distributions. Some recent works leverage the
learned priors from diffusion models to guide the NeRF
optimization [46], such as DreamFusion [54], Diffusion-
NeRF [81], and Single Stage NeRF [15]. A concurrent
work of FaceTalk [3] uses diffusion models to synthesize
temporally consistent 3D motion sequences of human
heads based on NPHMs [24]. In this work, we design
diffusion prior regularizers to effectively constrain the
identity and expression codes to lie on the underlying latent
manifold that represents plausible head shapes, producing
robust head reconstruction tracking when fitting to noisy
and partial scans of commodity depth sensors.

3. Approach

Given a monocular sequence of depth maps Z, we aim to re-
construct a series of full-head avatars O, see Fig. 2. To accu-
rately reconstruct various facial expressions with topologi-
cal variations, we choose to predict a continuous signed dis-
tance field for each frame using a modified NPHM model,
which is parametrized by z? and z¢®. However, the la-
tent optimization to real-world single-view depth sequences
is extremely challenging, as the fitting to partial and noisy
observations is underconstrained. To overcome these chal-
lenges, we introduce Diffusion Parametric Head Models
(DPHMs), the first diffusion generative model tailored for
generating clean and diverse 3D heads from noisy latent
representations. It is used as a prior to regularize the NPHM
identity and expression codes which significantly improves
head tracking robustness from noisy and partial scans.

3.1. Diffusion Parametric Head Model

Our Diffusion Parametric Head Model (DPHM) is designed
to learn a diffusion generative model to enable robust head
tracking and reconstruction. We build a disentangled latent
space of shape and expression, inspired by Neural Para-
metric Head Models (NPHMs) [24]. NPHMs represent
head geometries using an SDF decoder in canonical space
and capture facial expressions through forward deforma-
tions. However, this approach maintains the same mesh
connectivity in the canonical identities, limiting the abil-
ity to change topologies during expression tracking. To ad-
dress this limitation, we replace forward deformations with
backward deformations, which learn the deformation fields
from arbitrary expressions to canonical space. This enables
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Figure 2. DPHMs for depth-based tracking. Given a sequence
of depth maps Z of N frames, our objective is to reconstruct a
full-head avatar O including its expression transitions. To achieve
this, we optimize the parametric latent Z = {z°¢, 2%, ..., 257} of
NPHM that can be decoded into continuous signed distance fields
O by identity and expression decoders. To align with the obser-
vations, we calculate data terms Lsqr and Lyor-m between Z and
O. However, high-level noise still makes navigating the latent op-
timization extremely challenging. At the core of our method is
an effective latent regularization using diffusion priors; we add
Gaussian noises to Z and then pass them into identity and expres-
sion diffusion models to predict perturbed noise € for updating Z.
The diffusion regularizer guides z*¢ and z® towards the individ-
ual manifold of their distributions via '? and €*, ensuring plausi-
ble head geometry reconstruction and robust tracking. To enhance
temporal coherence, Liemp penalizes inconsistency between z§”
of nearby frames.

the reconstruction of a continuous signed distance field for
each expression space by wrapping points from the expres-
sion to canonical space and querying SDF values. Please
refer to the supplementary material for more details about
the revised NPHM model based on backward deformations.

3.1.1 NPHM Identity Space

Following NPHMs [24], we represent the signed distance
field of canonical identity by an ensemble of several smaller
local MLP-based networks individually responsible for lo-
cal regions centered at 39 pre-defined anchors of human
heads. Concretely, we define K = 2Ky, + Kysym fa-
cial anchors, denoted as a € R¥*3, which are estimated by
a small MLP,,,. from the global latent zé‘fo. Ky anchors
are on the left face. They are mirrored to the other Kgym,
ones on the right face. K\sym anchors are in the middle of
the face, shared by both the left and right faces. For &y,
local region of facial anchor, we represent its local geome-
try via a local latent vector z{(d, along with the global latent
vector zglio as well as an SDF decoder MLPy, parametrized
by learnable weights 6y:

fk(p7z%<d,zi£0) = MLP@k([p - ak,zi(d7zglo]). ey
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Finally, we can composite local fields into a global field:

Zwk‘ P, ak fk‘(p7zk ) glo) (2)

k=1

The blending weights are calculated by a Gaussian kernel
based on the Euclidean distance between the query point p
and ay.

3.1.2 Backward-Deformation Expression Space

In contrast to NPHMs [24], which define their expression
space through forward deformations, limiting topology to
that of the canonical shape, we model the expression space
through globally conditioned backward deformation fields
learned by a MLP,;, [3, 24]. We use a latent expression vec-
tor z¢* to explain the geometry variations caused by expres-
sion transitions. Since such a deformation is also closely re-
lated to the identity geometry, the deformation decoder also
receives the identity code z'? = z! lo ®zid. .. ®zid as an
additional condition. To enforce the deformation network to
learn a disentangled expression representation independent
of the identity latent, we impose a constraint that neutral
expressions for the canonical space are close to zeros:

F..(p) = MLP4([p, 2", 2°"]). 3)

We jointly train the identity and expression networks in an
auto-decoder fashion. Once finished, we can obtain a set
of identity latents 2% = {z;d} 4 for canonical geometries
and a set of expression latents Z°* = {z57};;, where 257
means the l;;, expression of j;; subject.

3.1.3 Neural Parametric Diffusion

In this section, we will explain how DPHMs are learned
and their connection with score functions. To learn the
identity and expression latent diffusion, we consider them
as flattened 1D latent vectors. The identity and expres-
sion diffusion models are treated analogously; the only dif-
ference is the number of input and output channels in the
denoising network. In the following, we will use the ex-
pression latent diffusion to explain the details. Given an
expression code xy sampled from Z°¢* over-parametrized
from the training dataset. The forward diffusion process
progressively adds Gaussian noise to X, obtaining a series
of corrupted versions X, ..., X7, according to a linearly in-
creased noise variance schedule 31, ..., S along the step ¢
(B1 < ... < Br). The diffusion step at time ¢ is defined as:

X =1 — Bixy—1 + Bier—1, “4)

where ;1 ~ N(0,I). With the re-parametrization trick,

WP = Ve + VT are )
where € ~ N(0,1I), oy :=1— 34, ay := Hf:l as. The
reverse diffusion process is tasked to remove the noise grad-
ually. In each denoising step ¢, we have:

Po(Xi—1|x¢) i= N(thl;ﬂ¢(xtat)7ﬁ~t(1))a (6)

where 3; := (1 — @,_1)8;/(1 — @;). Instead of directly
predicting f14(%;,t), we opt to predict the noise €4 (xy,t)
using the denoiser €, and the noise data x;. Then, pe(x¢)
can be re—parametrized by subtracting the predicted noise:

:uti’(xtvt) = \/>( \/_7€¢(Xt7 )) (7

By training the denoiser on various noise levels and time
steps, we obtain the empirical risk expectation as the loss:

Exo et le = €5 (v/arxo + V1 = age, )]
. o ®)
As depicted in [78], a DDM noise estimator has a connec-

tion to score matching [33, 64-69] and is proportional to the
score function:

2a( ay)

€6(x¢,t) ox =V log p(x). 9)
Therefore, moving in the opposite direction of the noise
predicted by the neural network is akin to approaching the
modes of the data distribution. This principle can be har-
nessed for generating samples that closely resemble the data
distribution through the Langevin dynamics [63, 80].

3.2. DPHM for Monocular Depth-based Tracking

Given a depth map sequence Z = {[P;,N;]}}¥, of N
frames, where P;, N, are back-projected points and nor-
mals of 14, frame, our goal is to discover the identity vec-
tor z¢ along with N expressive latent vectors z$%, that can
be interpreted into full-head avatars O with hairs and ac-
curate expression transitions through the pre-trained iden-
tity and deformation decoders in Sec. 3.1.1 and 3.1.2. Ac-
cording to Bayes’s theorem, it is equivalent to maximizing
the posterior probability of identity and expression latent
= {z'?, 257 }. This can be further formulated as:
p(Z|2)p(2)
p(Z[7) o)

In practice, we can maximize the log-posterior as follows:
logp(Z|Z) = log p(Z|Z) +log p(Z) — log p(Z) an
> logp(Z|2) + log p(z") + log(z{ly ).

As T is neither independent on z'? nor z$%, we can drop
log p(Z) that is a normalizing constant. Based on the as-
sumption that identity and expression are disjoint, we can
consider z' and z$% are independent. We can update Z
with stochastic gradient descent:

Vzlogp(Z|T) = Vzlogp(Z|Z) + Via log p(z'?) (12)

+Vygea log p(ziTy ),

with the first term being the gradient of the log-
likehood logp(Z|Z), the other two terms are the gra-
dient of the log-prior log p(z'?) and log p(z$%) respec-
tively. V,ia log p(z*?) is exactly the score function of iden-
tity diffusion of DPHMs, while the log-prior of all ex-
pression latents within a sequence Ve log p(z5%y) o

10)
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Zﬁil log p(z§®) which is the sum of score function of our
expression latents for all observed frames.

By plugging Eq. 9 into 12, we can use the learned prior
of our DPHMs over z'?, z¢2, and the temporal smoothness
constrain between z$* and z;”, to approximate the depen-
cies of near-by frames. For the first term of log p(Z|Z), we
use the data terms by considering SDF prediction and nor-
mal in-consistency errors of observed points from Z. Thus,
the gradient with respect to Z while minimizing the follow-
ing loss function L is obtained by:

VL = VL (Z) + MormV Lnorm (Z) — Nige(2')

)\ez GCCE

i=1

+ )\temvatETer(Zl N)

(13)
note that z is the corrupted version of z by adding Gaussian

noise at diffusion step ¢ defined in Eq. 5. L4 (Z) enforces
a constraint that requires observed points from the 4, frame
P;, when transformed back into the canonical space to get
P4, to be precisely positioned on the zero iso-surface of
the identity geometry:

5 Fz i 7 _0
(T z| AP e
Pid = Few(Pi,z ,Z5%).

To further attain the facial geometry details, the normal in-
consistency is penalized:

Lnorm( Z < N¢*,N; >, (15)

where IN¢® is the gradient of the SDF values Fjq(P¢, %)

with respect to P;, based on the theorem in IGR [27]. The

temporal smoothness term for the expressions is defined as:
N

:ZHZS —z* 1H2 (16)

=2
4. DPHM-Kinect Dataset

To assess head tracking performance, researchers com-
monly use datasets with rendered depth map sequences
from talking face mesh sequences, such as VOCA [18].
However, these sequences often capture limited lip move-
ments during speech without complex, intricate facial ex-
pressions. In our work, we establish a challenging bench-
mark for head tracking and reconstruction. We construct
a benchmark containing 130 single-view depth scan se-
quences, capturing diverse facial expressions in motion se-
quences, including rapid transitions. Specifically, we use
a Microsoft Kinect Azure RGB-D camera to record data.
The dataset includes eighteen men and eight women from
different skin tones and ethnicities. For each participant,
we recorded five sequences, where they quickly switched

Ltemp(21in)

their expressions and could have global rotations, including
’smile and laugh,” ’eyeblinks,” ’fast-talking,” 'random facial
expressions,” and *'mouth movements.” An example of the

collected RGBD sequences is depicted in Fig. 3.

y

Figure 3. An example of captured DPHM-Kinect sequences with
complex facial expressions and fast transitions.

5. Experiments

Dataset To learn high-quality head geometry priors, we
use 4,760 high-fidelity head scans with varying expressions
of 239 identities from NPHM as the training dataset. To
evaluate the performance of head reconstruction and track-
ing from monocular scans, we additionally use the recon-
structed single-view depth sequences from a multi-view
video dataset [37] by COLMAP [60, 61]. We use twenty
head motion sequences from 10 different identities.

Baselines We compare against state-of-the-art head track-
ing methods: FLAME [40], ImFace [89], ImAvatar [90],
and NPHM [24]. FLAME is the most recent and advanced
template-based PCA model. ImFace [89] is one of the pi-
oneering works to integrate neural signed distance and de-
formation fields for face reconstruction. We also include
ImFace trained on the NPHM dataset notated as ImFace*.
ImAvatar [90] is an optimization method that utilizes a
coordinate-MLP to reconstruct the personalized canonical
head geometry and animates head motions through skinning
weight fields, building upon FLAME. We also include depth
supervision in the optimization of ImAvatar. To isolate the
effects of our proposed parametric diffusion, we compare
against the improved version of NPHM based on backward-
deformation expression space.

Evaluation Metrics To evaluate the accuracy of the head
reconstruction and tracking, we calculate the ¢, distance er-
ror between the observed scans and reconstructed meshes.
Concretely, for each point in the captured scan, we find the
closest point in the reconstructed surface mesh and then
calculate /> distance (mm). Based on the nearest neigh-
borhood search correspondence, we calculate the normal
consistency (NC) through cosine similarity. Also, we pro-
vide Recall scores (RC) with thresholds of 7 = 1.5mm
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Figure 4. Head Tracking on the DPHM-Kinect dataset. Note that RGB images are only used for reference not used by all the methods
except ImAvatar. Compared to state-of-the-art methods, our approach achieves more accurate identity reconstruction with detailed hair
geometries while tracking more plausible expressions, even during extreme mouth movements.

and 27 = 3mm, demonstrating the percentage of observed
points well approximated under a defined threshold.

Implementations Our DPHM is trained on a single RTX
A6000. Initially, we train the identity and expression de-
coders on the NPHM dataset to obtain over-parametrized
latent representations. This training involves using a learn-
ing rate of 0.001 with a batch size of 32 for 6,000 epochs.
The learning rate is decayed by a factor of 2 every 500
epochs. Subsequently, we train the identity and expression
parametric diffusion models, employing UNet-1D [57] as
the denoising network based on DDPM [30]. These diffu-
sion models are individually trained using a batch size of 32
and a learning rate of 8e—>5 for 200,000 iterations.

The test-time optimization of head tracking involves
three phases. We firstly optimize z'? and z$® for the first
frame. The optimization is performed for 200 iterations,
with a learning rate of 0.01 and a decay of 0.1 every 50
iterations. Subsequently, we fix z’¢ and incrementally opti-
mize z57 for subsequent frames. The optimization uses a
learning rate of 0.001 for 50 iterations, with a decay of 0.1
after 30 iterations. Finally, we jointly fine-tune z*¢ and z%
with a learning rate of 0.0001 for 20 iterations. The hyper-
parameters in Equation 13 are set to A\, = 0.025, \jg =

0.25, ez = 0.25, Apemp = 0.5. At each iteration, the noisy
latent z is generated by Eq. 5 with ¢t € [0.4,0.6]. Please
refer to the supplementary material for more details.

5.1. Comparison against state of the art

Head Tracking on DPHM-Kinect dataset. The qualita-
tive comparison of our method with state-of-the-art recon-
struction methods on the collected Kinect data is presented
in Fig. 4. FLAME struggles to model hair geometries and
has a limited capacity for intricate facial expressions related
to mouth and eye movements. ImFace focuses only on the
front face region. ImAvatar always produces over-smooth
results due to a lack of high-quality geometry priors. In
contrast, NPHMs and our DPHMs successfully reconstruct
fine-grained hair geometries by utilizing volumetric SDFs
to model complete head geometries, accommodating differ-
ent hairstyles. However, NPHMs often fail to reconstruct
plausible expressions in challenging scenarios with partial
and noisy scans. On the other hand, our DPHMs effectively
regulate latent optimization, resulting in plausible recon-
structions and accurate tracking, even in complicated ex-
pressions shown in the second and third rows. Quantitative
comparisons in Table 1 show that our approach consistently
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Figure 5. Head Reconstruction and Tracking on the single-view depth sequences of NerSemble [37]. Note that RGB images are only used
for reference and not used by all methods except ImAvatar. Compared to state-of-the-art methods, our approach demonstrates the ability
to reconstruct realistic head avatars with hairs and accurately capture intricate facial expressions such as eyelid movements.

outperforms all state-of-the-art methods, illustrating more
accurate and robust tracking.

Method FLAME ImFace ImFace* IMAvatar NPHM Ours

o} 5251 1121 11.00 5581  1.579 1.465
NCT 83.88 84.82 84.00 7023 8597 86.80
RCT 1580 57.70 58.74 11.30  65.95 70.79
RC21 53.11 71.88 7299 40.75  88.33 90.98

Table 1. Quantitative comparison on the DPHM-Kinect dataset.

Head Tracking on NerSemble dataset Fig. 5 depicts the
comparisons on reconstructed single-view depth sequences
from NerSemble [37]. Again, we showcase the superior-
ity of the diffusion prior-based regularization through im-
proved numerical results across all metrics in Table 2. This
is evident in the more accurate tracking of our results, par-
ticularly in terms of eye movements.

5.2. Ablation Studies

We conduct detailed ablation studies to verify the effective-
ness of each design in our approach (see Table 3 and Fig. 6).

What is the effect of backward deformation networks?
An alternative approach to modeling facial expressions is
to use forward deformation networks, as employed in the
original NPHMs, which warp points from canonical space
to expression space. Since all frames share the same mesh
topology as in canonical space, it has a limited capacity to
track complicated expressions. They always fail to recon-
struct facial expressions with an open mouth.

What is the effect of the diffusion regularizer? We also
explore using other regularizers to constrain the latent opti-
mization. In line with V-Poser [50], we trained a variational
autoencoder (VAE) [36] using the over-parametrized latent
and attempted to constrain the latent optimization using the

Method FLAME ImFace ImFace* IMAvatar NPHM Ours

Lo 3286 1.560 1.557 3337 1.201 1.103
NC 84.00 87.24 8744 7719  81.76 88.73
RC 21.06 80.57 80.60 1497  84.73 89.96
RC2  60.70 92.69 93.16 5426  96.63 97.20

Table 2. Quantitative comparison on dynamic point cloud se-
quences reconstructed from multi-view video dataset [37].

Method forward VAE prior w/o. exp. diff. w/o. iden. diff Ours

o] 1.367 2.929 1.283 1.159 1.146
NC1T  80.58 82.82 90.60 91.13 91.32
RC1T 8047 70.72 75.58 80.61 81.33
RC271  93.20 68.85 94.23 95.93 96.08

Table 3. Ablation studies on the DPHM-Kinect dataset.

VAE prior. However, we observed that the VAE priors can-
not ensure plausible head identity reconstruction and fail to
track correct expressions. This highlights the superiority of
our diffusion prior-based regularizer.

What is the effect of the expression diffusion regular-
izer? We replace the expression diffusion regularizer with
the simple one used in NPHM, which constrains the expres-
sion around the neutral state. Due to the weaker constraints,
it always falls outside of the underlying surface manifold,
leading to incorrect expression reconstruction. The obvious
improvement in terms of numerical results can also verify
the effective constraint of expression diffusion regularizer.

What is the effect of the identity diffusion regularizer?
We replace the identity diffusion regularizer with the sim-
pler one used in NPHM, which constrains the identity ge-
ometry to be close to the mean head in the training set.
However, we observed that this simplified regularizer could
not accurately reconstruct facial geometry details, particu-
larly resulting in high errors in the nose part.
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Figure 6. Ablation Studies (a) RGB reference & Input Scans; (b) Ours with forward deformations; (c) Ours with VAE priors; (d) Ours
without expression diffusion; (e) Ours without identity diffusion; (f) Ours. Note that RGB images are only used for reference not used
by all the methods except ImAvatar. We visualize the scan2mesh distance error map at the bottom. Our final model captures complicated

expressions with lower identity reconstruction errors.
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Figure 7. Robustness analysis with varying sparsity levels and additive Gaussian noise intensities. DPHMs demonstrate superior robustness

compared to NPHMs across diverse imperfect observations

5.3. Robustness Analysis

To assess the robustness of our diffusion prior regular-
izations across various imperfect observations, we apply
DPHMs to downsampled scans from NerSemble at sparsity
levels of 10,000, 5,000, 2,500, and 250 points. We also eval-
uate varying intensities of additive Gaussian noise (standard
deviations of 0Omm, 0.5mm, Imm, and 2mm) to sparse point
clouds of size 5,000. Fig. 7 illustrates the Recall@1.5mm
curve under different sparsity and noise levels. Our method
consistently outperforms all state-of-the-arts, demonstrat-
ing the superior robustness of our method.

5.4. Limitations

Despite achieving superior results, our approach currently
has a limitation of slower inference due to the test-time op-
timization of neural parametric models. In the future, we
will focus on real-time head-tracking solutions.

6. Conclusion

We introduced Diffusion Parametric Head Models
(DPHMs), the first diffusion generative model enabling
robust head reconstruction and tracking from real-world
single-view depth sequences. Leveraging the diffusion
priors of DPHMs, we designed a novel regularizer that
effectively constrains the identity and expression codes on
the underlying latent manifolds. Extensive experiments and
comparisons against state-of-the-art head reconstruction
methods on a new challenging benchmark demonstrate that
our method can reconstruct more accurate head geometries
and achieve more robust and coherent expression tracking.
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