This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

Robust Overfitting Does Matter: Test-Time Adversarial Purification With FGSM

Linyu Tang, Lei Zhang*
School of Microelectronics and Communication Engineering, Chongqing University, China

linyutang@cqu.edu.cn,

Abstract

Numerous studies have demonstrated the susce,
of deep neural networks (DNNs) to subtle adversar
turbations, prompting the development of many ac
adversarial defense methods aimed at mitigating ac
ial attacks. Current defense strategies usually traii
for a specific adversarial attack method and can
good robustness in defense against this type of ac
ial attack. Nevertheless, when subjected to evai
involving unfamiliar attack modalities, empirical e
reveals a pronounced deterioration in the robust
DNNs. Meanwhile, there is a trade-off between the classi-
fication accuracy of clean examples and adversarial exam-
ples. Most defense methods often sacrifice the accuracy of
clean examples in order to improve the adversarial robust-
ness of DNNs. To alleviate these problems and enhance the
overall robust generalization of DNNs, we propose the Test-
Time Pixel-Level Adversarial Purification (TPAP) method.
This approach is based on the robust overfitting character-
istic of DNNs to the fast gradient sign method (FGSM) on
training and test datasets. It utilizes FGSM for adversar-
ial purification, to process images for purifying unknown
adversarial perturbations from pixels at testing time in a
“counter changes with changelessness” manner, thereby
enhancing the defense capability of DNNs against various
unknown adversarial attacks. Extensive experimental re-
sults show that our method can effectively improve both
overall robust generalization of DNNs, notably over pre-
vious methods. Code is available https://github.
com/t1y18/TPAP.

1. Introduction

Despite the substantial achievements of computer vision
tasks such as facial recognition, autonomous driving, and
medical image processing, the emergence of adversarial at-
tacks [38] seriously threatens the deployment of computer
vision models. Adversarial attacks aim to inject human-
imperceptible and malicious noise that are carefully crafted
by the adversary into origin clean examples [38], causing
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Figure 1. (a) and (b) represents the training set results of clean
and adversarial examples through adversarial training with FGSM,
CW2, PGD and STA attacks, respectively, on the ResNet18 using
the training set of CIFAR-10, and (c) and (d) show the results of
cifar10 test set. The horizontal axis represents epochs, while the
vertical axis represents classification accuracy.

the loss of discriminative capacity in DNNs.

In response to adversarial attacks, the concept of adver-
sarial defense was introduced to improve the robustness of
DNNs. However, these defense efforts often train DNNs
only under the project gradient descent (PGD) [25] attack
method, without considering whether the networks can de-
fend against other types of attack strategies. As shown
in Tab. 1, our experiment shows a pronounced weakness
in defending against attacks such as faster Wasserstein at-
tack (FWA) [48] and spatially transform attack (STA) [49].
This is easy to understand, because PGD attack is an algo-
rithm reliant on gradient-based technique for crafting ad-
versarial examples, whereas FWA is based on geometri-
cally measured Wasserstein distance in pixel space, and
STA introduces method for minimizing spatial deforma-
tions through pixel manipulations to generate adversarial
examples. Therefore, PGD adversarial training networks
cannot learn the defense knowledge of other attack strate-
gies, leading to a serious lack of robust generalization of
the networks. In this way, it seems that DNNs are indeed
powerless to unknown adversarial attacks?
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Some intriguing experimental results from prior re-
searches that provide crucial inspiration for the defensive
method we proposed in the following sections. Given
that PGD adversarial training (PGD-AT) [25] is notably
time-consuming, Wong et al. [46] introduced a method in-
volving random initialization of fast gradient sign method
[9] based adversarial training (FGSM-AT). They observe a
phenomenon known as “catastrophic overfitting” (referred
to as FGSM robust overfitting in this paper). Specif-
ically, FGSM-AT networks exhibit classification error
rate approaching 100% when tested on adversarial exam-
ples crafted by PGD attack on CIFAR-10 dataset. An-
driushchenko et al. [2] conducted the same experiments,
further unveiling a noteworthy phenomenon. They observe
that FGSM-AT networks achieved an incredibly high rate
of correct classification, reaching up to 80%, when tested
on adversarial test examples generated by FGSM attack. As
shown in Fig. 1, we verify the training process of FGSM-
AT, CW-AT, PGD-AT, STA-AT that only DNNSs trained by
FGSM attack reach the robust overfitting state. Figs. la
and lc show the classification results of the four ATs for
clean examples on the training and test sets, respectively,
and Figs. 1b and 1d show the classification results of the
four ATs for adversarial examples generated by their respec-
tive adversarial attack methods on the training and test sets,
respectively, and only the FGSM-AT has a close to 100%
accuracy on CIFAR-10 for the adversarial examples gener-
ated by its own adversarial attack method. Since FGSM-
AT networks exhibit perfect (overfitting) robustness when
dealing with FGSM adversarial examples, this discovery
inspires us to explore the possibility that whether the net-
works can correctly classify unknown adversarial examples
after performing FGSM adversarial purification on the test-
ing phase. If successful, this could contribute to enhancing
the robust generalization of DNNs.

Based on the preceding discussion, we conduct prac-
tical experiments and propose the Test-Time Pixel-Level
Adversarial Purification (TPAP) method to enhance the ro-
bust generalization of DNNs against unknown adversarial
attacks. Specifically, during training phase, we harness the
DNN robust overfitting characteristic of FGSM adversar-
ial training to create a network highly adept at classifying
clean examples and defending against FGSM attack. In the
testing phase, images are first fed into the DNN to obtain
the pre-predicted labels and their cross-entropy loss which
help the input images adapt to the robust overfitting net-
work. These prior knowledge are used to perform FGSM
adversarial purification on the image pixels to mitigate their
adversarial perturbations, and then classified by the DNN.

Our main contributions are summarized as follows:

* We redefine FGSM robust overfitting deep neural net-
works (FGSM-RO-DNNG), explore for the first time
the effect of hyperparameters on training FGSM-RO-

DNN:s, and validate the effectiveness of our method on
multiple datasets and various DNNSs.

* Although the adversarial examples are misclassified,
they still contain the image semantic information rep-
resenting their own labels. We propose the TPAP
method, which utilizes pre-classification prior knowl-
edge to guide untargeted purification of specific adver-
sarial noise within images, ultimately obtaining cor-
rectly classified purified examples.

¢ Our method does not require the extensive use of addi-
tional data for training, significantly reducing training
time of DNNs and imposing minimal time overhead
during testing phase. Empirical experiments show
our method presents superior effectiveness against
both pixel-constrained and spatially-constrained un-
seen types of attacks and adaptive attacks, while im-
proving the accuracy of clean examples.

2. Related Work

Adversarial attack. The adversarial noise generated by
the adversarial attack method is limited by a small normball
|za — ICHp < ¢, which means adversarial examples are
similar to their clean examples in perception. Adversarial
noise can be crafted by attacking in one or more steps along
the direction of the adversarial gradient, such as fast gra-
dient sign method (FGSM) [9], basic iterative attack (BIA)
[18], momentum iterative attack (MIM) [5], the strongest
first-order information based projected gradient descent
(PGD) [25], and the autoattack (AA) [4] method. Fur-
thermore, optimization-based attacks, such as Carlini and
Wagner (CW) [3], decoupling direction and norm (DDN)
[30], minimize the adversarial noise as part of the optimiza-
tion objectives. The aforementioned attacks directly mod-
ify pixel values across the entire image without considering
the semantics of the objective, such as shape, outline and
posture. These are referred to as pixel-constrained attacks.
Furthermore, there are spatial-constrained attacks such as
faster Wasserstein attack (FWA) [48], spatial transform at-
tack (STA) [49] and robust physical perturbations (RP2) [7],
which focus on mimicking non-suspicious intentional de-
structive behavior via geometric structures, spatial transfor-
mations or physical modifications.

Adversarial Defense. Adversarial Training (AT), orig-
inally proposed by Ian Goodfellow et al. [9], is one of the
most classic and effective methods for adversarial defense.
Adversarial training refers to the introduction of adversar-
ial examples into training data during network training pro-
cess to effectively perform data augmentation, so that net-
work learns attack patterns from adversarial examples dur-
ing training to enhance the robustness. Research finds that
FGSM adversarial training does not always enhance the ad-
versarial robustness of DNNs [26], as the method of gener-
ating adversarial examples through a single linear construc-
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tion does not evidently produce the optimal adversarial ex-
amples. [2,12,14,15,21,22,41,46] focused on improving
FGSM adversarial training to prevent catastrophic overfit-
ting. Madry et al. [25] proposed using a stronger PGD at-
tack for adversarial training. They formulated adversarial
training as a min-max optimization problem and demon-
strated PGD adversarial training can obtain a robust net-
work. [25,39,56] showed that there is a negative correlation
between the clean accuracy and adversarial robustness of
DNNs. Therefore, Zhang et al. proposed TRADES [56]
to decompose the prediction error for adversarial examples
(robust error) as the sum of the natural (classification) error
and boundary error. They design a new training objective
function to balance adversarial robustness and natural ac-
curacy. Wang et al. [43] found that misclassified clean ex-
amples have a significant impact on the final robustness of
DNNSs. They proposed the MART algorithm, which explic-
itly distinguishes between misclassified and correctly clas-
sified examples during training, thus constraining misclas-
sified clean examples using a weighting coefficient on loss
function to significantly improve the adversarial robustness
of the network. Wei et al. [45] studied the preferences of
different categories for adversarial perturbations and intro-
duced a category-calibrated fair adversarial training frame-
work that automatically tailors specific training configura-
tions for each category. To alleviate these conflicted dy-
namics of the decision boundary, Xu er al. [51] proposed
Dynamics-Aware Robust Training (DyART), which encour-
ages the decision boundary to engage in movement that pri-
oritizes increasing smaller margins. Wang et al. [44] pro-
posed to exploit better diffusion networks to generate much
extra high-quality data for adversarial training, which can
improve the robustness accuracy of DNNs. [36,37,47,57]
were dedicated to improving training methods and training
loss functions to enhance the robustness of DNNGs.

Adversarial Purification. The goals of both adversar-
ial purification and adversarial training are to enhance the
resilience of DNNs against adversarial attacks. Adversarial
training primarily focuses on improving robustness through
network training, while adversarial purification places em-
phasis on purifying input data before feeding it into the clas-
sification network during testing to mitigate the impact of
adversarial perturbation. [1, 24, 52, 54, 58, 59] added addi-
tional network for image purification, such as VAE [13,16],
GAN [8, 32], DUNET [23], and then jointly trained with
the classification network to make the classification results
and image pixel values of the adversarial examples con-
sistent with the clean examples. However, some of these
methods would reduce the accuracy of clean examples and
some are computationally intensive. Testing phase adver-
sarial purification is the process of converting adversarial
examples encountered by the network in actual inference
into clean data representations. Shi ef al. [34] introduced
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Figure 2. Overview of the training phase and testing phase infer-
ence phase. Arrows indicate data flow, and double straight arrows
indicate testing phase pre-classification.

SOAP, which employs double consistency losses during the
training phase and self-supervised loss during testing phase
to purify adversarial examples. SOAP provides flexibility
against adversarial attacks compared to networks that use
a fixed architecture during testing. [28, 42] used diffusion
network for denoising adversarial examples, where Gaus-
sian noises are gradually added to submerge the adversarial
perturbations during the forward diffusion process and both
of these noises can be simultaneously removed following
a reverse reconstruction process. However, these methods
need long training time and large memory.

3. Method

This paper investigates how to achieve robust DNNs
by utilizing the under-studied FGSM robust overfitting
prior. We present the Test-Time Pixel-Level Adversarial
Purification (TPAP) method, a novel defense strategy that
uses a FGSM robust overfitting network and adversarial
purification processing at testing phase for robust defense
against unknown adversarial attacks, as illustrated in Fig. 2.

3.1. Preliminary

This paper primarily focuses on the task of image clas-
sification under adversarial attacks. We use z. to represent
clean examples, z, for adversarial examples, = for input
images including clean examples z. and adversarial exam-
ples x4, Ty, for purified examples, y for the true labels
corresponding to the images, and y,,,.q(-) for the prediction
labels. J represents the adversarial perturbation added to
the image pixels when generating adversarial examples and
~ represents the adversarial purification applied to the im-
age pixels during the test-time purification phase. € and &
respectively denote the maximum magnitude of pixel value
changes in the generated adversarial examples and the puri-
fied images at testing phase. « and (8 denote the step size.
C represents the number of categories in the dataset. we use
6 to denote the weight parameters of a DNN f.
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3.2. Robust Overfitting Prior of FGSM-AT

In this paper, we redefine the network robust overfit
as follows: on the training set, the classification accu
of adversarial examples generated by a specific and tra
attack method is higher than 90%, and the classificatior
curacy of other kinds of adversarial examples is less
10%. Most importantly, on the test set, the classificatior
curacy of clean examples and adversarial examples cra
through known attack on DNNs is high. This FGSM ro
overfitting is shown after 80 epochs in Figs. 4a and 4b.

During the training phase of DNN, the network unaer-
goes adversarial training using FGSM adversarial examples
until DNN reaches the state of FGSM robust overfitting.
Formally, FGSM adversarial examples with ¢,,-norm for
« = € are computed by,

OLcr(fo(xe),y)

0x. ) b

d = a* sign(

l'a:xc'i‘(; (2)

where Lo represents cross-entropy loss defined as,

c-1 efe(w,s)
Lep(fo(x),y) = _Z P(z,s) * logﬁ
s=0 k=0 € o(@k)
(3)
l efo(@,y)
= —log kC.j;ol efo(.k)

where P(z,s) € R! denotes the probability categorized as
s in the ground-truth label P(z) € RC. fo(x) € R is
the output of DNN, fy(z,k) € R represents the value of
the output neuron k. The partial derivatives of the cross-
entropy loss function with respect to the network weights
are calculated and updated as,

_ OLce(fo(za),y)
00

3.3. Test-time Pixel-Level Purification

0=140 “)

During the test phase, the parameters of the FGSM ro-
bust overfitting network (FGSM-RO-DNN) obtained during
the training phase are frozen. We expect to start from the
pixels of images, purifying adversarial examples to ensure
accurate classification without affecting the correct classi-
fication results of the purified clean examples. Our idea is
expressed by the following equation,

~ = argmin Lcg(fg(z + ), Label( fo(z))) 5)
[vllp <€

In the specific implementation, the images containing
clean and adversarial examples are directly fed into the
FGSM-RO-DNN to obtain pre-predicted labels and the par-
tial derivatives of their cross-entropy loss function for each

Figure 3. (a) and (b) represent the processing of FGSM robust
overfitting and other adversarial training methods for DNNS in the
test purification phase, respectively. The black curves indicate the
categorization boundaries, and the triangles, circles, and squares
indicate the 3 different categories, respectively.

pixel on the input images. We choose the FGSM robust
overfitting network based on 2 considerations: 1) itis highly
robust to pairs of clean examples and FGSM adversarial ex-
amples and 2) is not resistant to other unknown types of
attacks. In other words, FGSM-RO-DNN is more suitable
for the purification process in the testing phase than other
networks because even though images are easily attacked
by other types of attack methods, they can be corrected in
FGSM adversarial purification. As shown in Fig. 3a, after
purification, it is able to classify the x. and z, correctly,
however Fig. 3b is not. Our experiments in Tab. 7 vali-
date the experimental results using other attack methods in-
stead of FGSM. As shown in Fig. 3a, for clean examples, if
they are correctly classified before purification processing,
the classification after processing is amount to the classi-
fication of adversarial examples with a known attack type.
Our method ensures that FGSM-RO-DNN has high classi-
fication accuracy on clean data and FGSM adversarial ex-
amples, and hence it can correctly classify clean examples
with high confidence. If clean examples are misclassified
before purification, the likelihood of misclassification after
purification is high, but and negligible due to its low possi-
bility. For adversarial examples, if they are misclassified be-
fore purification processing, maximum confidence classifi-
cation results are misclassified labels. Using these misclas-
sified labels for FGSM untargeted adversarial purification
effectively bring adversarial examples back to the decision
boundary, eliminating adversarial perturbation. Then, pu-
rified examples are fed into the classification network, and
FGSM-RO-DNN can correctly classify them due to its ro-
bustness to FGSM attcak.

In adversarial purification process, it is necessary to sat-
isfy pixel change constraints and ensure that the image se-
mantic information is not disrupted. Formally, the out-
put of the DNN w.r.t. input x is represented as fy(z) =
ag, s, ...,a.—1. The predicted label is the position of the
largest neuron denoted as,

Ypred(z) = Position(max(ag, az, .. ., Gc—1))

= Label(fy(x)) ©
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The FGSM purification implementation with ¢,,-norm
for g = £ is computed by,

OLcg (f@ (x)a ypred(x)) )
ox

Tpur = T + Y (8)

7 = B * sign( )

Finally, the purified example is fed into the network
again to obtain the final classification prediction results.

Ypred(Tpur) = Label(fo(Tpur)) )

The algorithm of TPAP is summarized in Algorithm 1.

Algorithm 1 : The Algorithm of TPAP.
Training phase: FGSM-RO-DNN training

1: Input: Training set x., network fp(-) parameterized by 6,
batch size B, perturbation radius e, total number of iterations
epochs;
Output: Robust overfitting network trained with TPAP.
for ¢ = 1 to epochs do
for j = 1to B (in parallel) do
Obtain FGSM adversarial perturbations using Eq. (1).
Obtain FGSM adversarial examples x, using Eq. (2).
Update network weights with the optimizer in Eq. (4).
end for
end for
return the network weight parameters 6.

S0P XN R LN

—_

Testing phase: Test-time purification processing

1: Input: Test set z including clean examples z. and adversar-
ial examples x, pre-trained robust overfitting network fo(-),
purification radius &;
Output: Prediction labels ypreq-
for i = 1 to B (in parallel) do
Compute the pre-prediction of input images using Eq. (6).
Perform adversarial purification using Eq. (7).
Obtain purified examples . using Eq. (8).
Compute the output of ., and obtain the maximum clas-
sification results as their final prediction labels in Eq. (9).
8: end for
9: return Ypred(Tpur)

RN A R

4. Experiments

We conduct comprehensive experiments on CIFAR-10,
CIFAR-100 [17], SVHN [27], Tiny-ImageNet [19] datasets
with ResNet-18 [10], VGG-16 [35] and WideResNet-34
[55] to evaluate the effectiveness of our proposed method.

4.1. Implementation Details
4.1.1 Datasets

CIFAR-10 and CIFAR-100 [17] contain 10 and 100 cat-
egories, respectively. SVHN [27] is from house number

plates in Google Street View images, containing a sequence
of Arabic numerals ‘0-9’. Tiny-ImageNet [19] is a subset
of the ImageNet dataset. It consists of 200 classes.

4.1.2 Training Phase

We set the batch size (bs) to 128 for CIFAR-10, CIFAR-
100 and SVHN, and 64 for Tiny-ImageNet under ResNet-
18.  For VGG-16, we set the batch size as 128 for
CIFAR-10, CIFAR-100, SVHN and Tiny-Imagenet. For
WideResNet-34, we set the batch size to 64 for CIFAR-
10, CIFAR-100 and SVHN, and 32 for Tiny-ImageNet. We
adopt stochastic gradient descent (SGD) [29, 31] optimizer
with momentum factor of 0.9, an initial learning rate of 0.1
or 0.01 divided by 10 at the 75-th, 90-th and 140-th epochs
and a weight decay factor of 1x10~3. The total number of
epochs is set to 150. For CIFAR-10 and CIFAR-100, we
augment the training data by random cropping and random
horizontal flipping after filling 4 pixels. For Tiny-Imagenet,
we only use random horizontal flipping. We use FGSM-AT
and set the maximum /,-norm of adversarial perturbation
to € = 8/255 or 12/255. Adversarial purification radius is
set to & = 8/255. All experiments are implemented on the
GeForce 1080 and 2080 TT GPU.

4.1.3 Evaluation Phase

We comprehensively consider various attack angles and
potential vulnerabilities, and employ many different types
of methods to generate adversarial examples to more com-
prehensively test and evaluate the overall robustness of deep
learning models. We choose FGSM [9], PGD [25] (PGD-
20 and PGD-100), CW [3], DDN [30], STA [49], FWA [48],
AutoAttack (AA) [4] and TI-DIM [6, 50] attack methods in
the white-box non-targeted attack setting. The code for at-
tack methods comes from advertorch, torchattacks and au-
thors. The adversarial perturbation strength of all attack
methods under /,.-norm except CW and DDN under /5-
norm is set to 8/255. We compare TPAP with the current
mainstream adversarial training and image pre-processing
methods [11, 44, 53], including PGD-AT [25], TRADES
[56], MART [43] (Training the network with PGD-10) and
SOAP [34]. The combination of our proposed method
and some of these methods are respectively referred to as
TPAP+TRADES and TPAP+MART.

4.2. Training Robust Overfitting Network

Existing work has never explored to train a FGSM-RO-
DNN to achieve robustness for both clean and adversarial
examples. We find that three hyperparameters have a signif-
icant impact on FGSM robust overfitting, namely the learn-
ing rate of the network, the size of the training batch and
the strength of the adversarial perturbation of the FGSM
attack. Figs. 4a and 4b show FGSM adversarial training
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Table 1. Classification accuracy rates (percentage) against white attacks on ResNet-18, VGG-16, WideResNet-34 for CIFAR-10, CIFAR-

100, SVHN and Tiny-ImageNet datasets. The best results are highlighted in bold and the second best in underline.

ResNet-18 | CIFAR-10 | CIFAR-100

Method ‘ Clean FGSM PGD-20 PGD-100 CW,; DDN, AA STA FWA TI-DIM ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM
PGD-AT [25] 84.54 55.11 48.91 47.7 59.15 19.15 433 035 3.19 49.23 | 57.77 28.68 25.52 24.99 3042 11.03 21.21 0.03 2.55 25.79
TRADES [56] 83.22 5851 54.97 54.07 71.62 2424 4897 1.09 5.38 55.14 | 5393 30.22 28.06 27.77 3535 14.16 23.01 0 5.25 28.25
MART [43] 82.14 59.57 55.39 54.8 743 2583 4784 206 643 56.24 | 55.52 3083 28.38 28.16 3557 1378 23.01 0.02 344 28.51
SOAP [34] 84.07 51.02 51.42 - 73.95 - - - - - 5291 2293 27.55 - 50.26 - - - - -
TPAP(Ours) 86.25 61.41 79.06 80.5 61.37 645 7634 314 5283 7521 |5743 35.64 44.69 42.23 487 50.84 47.48 438 3223 2784
TPAP+TRADES | 84.07 44.16 73.02 66.12 90.87 87.29 7494 80.38 51.34 31.52 |57.67 27.71 37.82 32.93 7049 65.62 3523 66.92 27.06 1541
TPAP+MART 84.06 43.6 73.69 69.78 9238 90.05 72.11 857 46.69 2325 |61.03 32.6 449 39.49 68.61 6138 46.19 66.39 2845 15.66
ResNet-18 | SVHN | Tiny-ImageNet

Method ‘ Clean FGSM PGD-20 PGD-100 CW; DDN; AA STA FWA TI-DIM ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM
PGD-AT [25] 91.66 87.93 63.86 44.57 72.65 8.84 3135 6.51 10.1 68.19 | 49.06 24.26 22.09 21.44 28 3041 16.82 021 099 22.06
TRADES [56] 91.32 73.38 59.01 56.31 7296 5.19 47.03 157 031 59.18 | 46.59 229 21.46 21.03 28.87 288 1599 0 1.8 21.54
MART [43] 91.81 7531 56.55 51.28 7145 696 4208 09 0.86 56.68 |46.21 2573 24.16 23.59 30.58 3024 17.85 034 175 2423
TPAP(Ours) 89.62 67.56 83.62 85.25 51.39 62.07 88.76 55.12 60.56 4099 | 48.72 46.6 37.88 36.87 3148 4528 398 1243 3831 3293
TPAP+TRADES | 91.36  41.22 80.31 7277 92.14 8896 60.57 88.31 28.67 59.64 |46.22 896 17.93 14.07 48.54 4795 205 4248 54 55
TPAP+MART 93.74 2692  81.62 66.31 93.28 88.36 63.26 90.06 28.72 2665 |48.88 1846  38.79 36.53  41.23 4342 31.72 26.81 3649 2693
VGG-16 | CIFAR-10 | CIFAR-100

Method ‘ Clean FGSM PGD-20 PGD-100 CW,; DDN, AA STA FWA TI-DIM ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM
PGD-AT [25] 81.11 5191 45.18 43.78 56.12 2475 39.26 0.26 455 45.51 | 50.68 244 20.87 20.31 2527 119 17.84 0 3.29 21.1
TRADES [56] 7875 52.84 49.23 48.21 66.68 29.03 43.01 1.02 6.79 49.41 | 4841 26.77 24.52 24.19 31.25 1451 2023 0 6.52 24.72
MART [43] 7779 54.03 50.42 49.57 6747 2948 434 175 6.04 50.72 | 49.05 25.46 23.02 22.53 284 1253 193  0.07 478 23.12
TPAP(Ours) 7702 534 63.99 57.68 40.57 312 3871 89.5 2929 54.65 |48.11 593 55.25 54.9 26.8 169 29.65 573 17.16 44.76
TPAP+TRADES | 89.13 41.55 78.13 74.01 88.98 87.38 74.64 61.17 31.48 48.09 |59.85 2536 49.04 42.99 61.15 55.66 47.71 53.18 26.54 229
TPAP+MART 88.1 2344  89.98 88.42 83.51 7837 85.08 51.52 31.13 56.77 | 62.04 19.41 61.79 58.28 59 5145 50.23 3541 29.67 31.82
VGG-16 | SVHN | Tiny-ImageNet

Method ‘ Clean FGSM PGD-20 PGD-100 CW,; DDN, AA STA FWA TI-DIM ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM
PGD-AT [25] 92.11 65.05 53.64 52.18 64.15 6.6 4385 051 0.79 5512 | 37.74 1451 11.74 10.83 13.97 1943 9.42 0 1.46 11.8
TRADES [56] 90.83  66.27 56.43 55.15 68.83 6.25 4589 196 053 57.46 34.8 16.8 15.08 14.7 20.26  20.7 11.88 0 3.16 15.25
MART [43] 92.01 69.02 56.64 54.78 68.78 12.04 4321 1.87 325 58.23 | 36.56 15.38 13.33 12.76 16.52  20.19 10.63 0 2.28 13.51
TPAP(Ours) 94.09 52.01 90.73 88.52 94.73 94.21 84.99 8045 65.6 47.65 | 3793 11.69 35.94 3541 3571 39.68 35.04 33.69 19.46 23.03
TPAP+TRADES | 93.92 57 86.64 79.05 95.5 9387 7323 7699 5335 4478 | 5043 12.55 27.56 19.37 5441 5322 2501 43.88 9.25 6.93
TPAP+MART 94.24 5228 90.8 88.69 94.51 9423 84.85 80.53 6594 4835 | 4836 8.46 41.56 3569 4197 443 3007 1634 18.15 14.66
WideResNet-34 | CIFAR-10 | CIFAR-100

Method ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM
PGD-AT [25] 8741 59.27 51.59 50.7 5748 19.28 4755 0.11 6.77 5224 | 6191 3275 29.2 28.63 33.67 10.16 25.18 0 2.06 29.53
TRADES [56] 84.01 60.04 56.51 56.13 724 2178 51.82 0.62 483 56.86 58 33.26 31.16 30.81 36.78 1242 26.7 0 4.04 31.17
MART [43] 85.67 61.98 55.97 55.15 68.19 2137 49.68 0.88 7.29 57.08 | 5892 35.14 32.32 31.92 39.06 12.62 27 0.01  3.26 32.73
TPAP(Ours) 82.73 38.59 72.69 73.63 58.28 5878 67.23 26.96 19.97 55.6 64.34 38.49 37.42 39.92 42.87 44771 3897 3894 20.72 33.37
TPAP+TRADES 84.13  39.6 60.03 53.07 91.5 86.59 60.25 79.52 2575 2859 | 58.04 31.88 37.17 33.38 7317 66.71 38.76 65.67 20.15 2048
TPAP+MART 85.66 36.27 70.12 6429 87.86 81.63 70.55 78.85 33.89 2347 |5636 2542 41.94 3877 7041 62.54 4228 67.58 25.89 16.9
WideResNet-34 | SVHN | Tiny-ImageNet

Method ‘ Clean FGSM PGD-20 PGD-100 CW, DDN, AA STA FWA TI-DIM ‘ Clean FGSM PGD-20 PGD-1000 CW, DDN, AA STA FWA TI-DIM
PGD-AT [25] 92.88 79.39 712 50.5 66.12  6.61 3721 323 0.73 54.77 533 29.63 26.84 25.99 337 3458 21.81 026 143 27.08
TRADES [56] 94.05 83.61 69.51 60.7 81.72 595 464 1.66 0.8 65.18 | 53.78 29.69 27.83 27.1 3331 3425 2198 025 143 28.02
MART [43] 92.19 8285 70 51.78 66.87 9.04 40.57 621 0091 58.02 | 52.18 29.95 27.8 27.14 34.17 33.73 21.86 0 1.54 27.96
TPAP(Ours) 93.97 85.79 84.85 87.16 83.28 7592 89.12 77.33 4847 57.86 | 48.04 23.69 30.46 29.25 238 3532 27.76 449 3632 17.61
TPAP+TRADES 9327 45.68 83.26 73.37 93.83 89.19 64.62 89.18 455 55.17 56.1 17.31 33.17 28.98 67.01 65.32 4093 6149 7.59 10.94
TPAP+MART 9273 2145 88.07 78.9 8847 8475 6277 84.61 71.54 5149 | 5096 10.29 2297 21.79 66.07 62.08 31.27 6338 6.48 5.19

process, reflecting the effect of learning rate on the FGSM-
RO-DNN. The initial learning rate is divided by 10 at the
75th and 90th epochs. A high learning rate leads to dramatic
oscillations in the classification results of the adversarial ex-
amples, and as the learning rate decreases, the classification
results of the clean and FGSM adversarial examples gradu-
ally increase and stabilize.

Figs. 5a and 5b explore the effects of perturbation
strength and batch size on robust overfitting characteristic
of DNN, respectively. We conduct an ablation study on
CIFAR-10 dataset using ResNet-18 to explore these key
hyperparameters. The figures respectively illustrate line
plots depicting the variation in classification results during

the training phase as the perturbation strength ranges from
8/255 to 16/255 with a step size of 2/255 and the batch size
varies across 32, 64, 128, 256 and 512. The ablation results
show that a trade-off between e and batch size is required to
obtain FGSM-RO-DNN in TPAP.

4.3. Experimental Results

The white-box attack results for CIFAR-10, CIFAR-100,
SVHN and Tiny-ImageNet are shown in Tab. 1. On these
datasets, TPAP and its variants maintain higher accuracy on
clean examples compared to AT based methods. In terms
of adversarial robustness, PGD adversarial training network
cannot resist STA and FWA attacks, but TPAP greatly im-
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Figure 4. (a) and (b) respectively represent the FGSM adversar-
ial training process on the ResNetl8 using CIFAR-10 and Tiny-
ImageNet datasets. The horizontal axis represents epochs and the
vertical axis represents classification accuracy. Solid lines repre-
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Figure 5. (a) and (b) represent ablation study of robust training in
TPAP under various perturbation strengths and batch sizes.

proves the accuracy of adversarial examples under these at-
tacks. Also, TPAP outperforms other methods in most ad-
versarial attack scenarios. This is because most existing de-
fense methods ignore the diversity of attacks. Our method
can perform pixel-level purification of adversarial examples
generated by unknown attacks in a “counter changes with
changelessness” manner, and reliably pulls the adversarial
examples back within the boundary of correct classification.
This benefits from the vulnerability of the FGSM-RO-DNN
to non-FGSM adversarial examples and the robustness to
FGSM adversarial examples.

However, TPAP is usually less robust to 8/255 FGSM ad-
versarial examples than AT, which is explainable and easy
to understand as shown in xpggys of Fig. 3a. The im-
age purification process makes the correctly classified 8/255
FGSM examples subject to FGSM attack far from the cor-
rect label, which is amount to generating 16/255 FGSM ad-
versarial examples. But the network is not trained on 16/255
FGSM adversarial examples, so it cannot classify them with
high accuracy. To deal with this problem, we try to use both
8/255 and 16/255 FGSM adversarial examples to train the
network, and the results are shown in Tab. 2. Although it
enhances the robustness of 8/255 FGSM adversarial exam-
ples, it reduces the classification accuracy on clean exam-
ples from 86.25% to 82.11%. Further, we use clean exam-
ples, 8/255 and 16/255 FGSM adversarial examples to train
the network, but may not obtain a FGSM-RO-DNN.

Experiments further validate the robust overfitting of
TPAP acting on large-size images, such as Caltech-101,
consisting of a total of 9146 images from 101 object classes,
as well as an additional background/clutter class. The image
size is 300x200. Each object category contains between 40
and 800 images on average. To account for domain gap
within Caltech-101, we utilize the ResNet-18 network pre-
trained on ImageNet provided by official PyTorch imple-
mentation. In Tab. 3, * indicates the use of pre-trained net-
work. The train and test sets are split randomly in 8/2 ra-
tio. Compared with PGD-AT* (¢=8/255), TPAP-TRADES*
(e=16/255, bs=32) shows superior robustness on both clean
examples and PGD-adversarial examples (¢=8/255). More
comparative experiments with image pre-processing meth-
ods on CIFAR-10 are presented in Tab. 4.

Table 2. Classification accuracy against adversarial examples on
CIFAR-10. TPAP denotes the robust overfitting ResNet-18 trained
with 8/255 FGSM adversarial examples, while TPAP* includes
both 8/255 and 16/255 FGSM adversarial examples.

ResNet-18 | CIFAR-10

Method | Clean FGSM PGD-20 PGD-100 CW, DDN AA STA FWA TI-DIM
TPAP 8625 6141 7906 805 6137 645 7634 314 5283 7521
TPAP* | 8211 7323 8084  79.69  80.65 79.04 7572 69.87 66.08 80.85

Table 3. Caltech-101. Table 4. Comparative experiment.

Method | Clean  FGSM  PGD-20 Method | Clean PGD  Architecture
PGD-AT* 7244 6555 5774 (Yang et al. 2019)(p:0.4—0.6) [53] | 84 682  ResNet-18
TPAP* 702 5593 59.16 (Hill etal., 2021) [11] 84.12 7891 WRN-28-10
TPAP-TRADES* | 76.11 608 7091 (Wang et al., 2023) [44] 9258 68.43 WRN-28-10
TPAP-MART* | 69.27 58.39  60.63 TPAP | 8625 79.06  ResNet-18

4.4. Computational overhead and ablation study

We use DeepSpeed from Microsoft to compute FLOPs
for TPAP and PGD-AT (trained on PGD-10 adversarial ex-
amples) in the same conditions, presented in Tab. 5. Com-
pared with PGD-AT, TPAP reduces computation cost on ad-
versarial examples generation during training, but increases
in testing phase due to the adversarial purification opera-
tion. This is common because the proposal is a test-time
approach. Tab. 6 presents ablation experiment of TPAP and
verifies the RO-FGSM-DNN performs well on both clean
data and FGSM adversarial examples. After adversarial pu-
rification, the accuracy of TPAP for clean data just reduces
by 0.08%. This indicates our model is plastic to clean data.
Furthermore, we replace FGSM attack with CW5 and PGD
attacks, and as shown in Tab. 7, the accuracy on clean sam-
ples is decreased. This further supports our finding that
FGSM attack is unique for robust overfitting.

Table 5. Comparison of computational overhead.

ResNet-18 CIFAR-10(¢=8/255, Batch size = 128)

Method | Training time (s)/epoch Test time (s)fepoch Training FLOPs (T)/epoch ~ Test FLOPs (T)/epoch Params (M)
PGD-AT 273.89 2.02 1831.5 111 1117
TPAP 66.26 8.26 333 444 11.17

Table 6. Ablation study of TPAP. Table 7. Under different attacks.

ResNet-18 | CIFAR-10(¢=8/255bs=128) ResNet-18 | CIFAR-10(e=8/255.bs=128)
Purification RO-FGSM-DNN | Clean FGSM  PGD-20 Training | Clean  CW2  PGD-20 FGSM _ AA
y cw2 6819 847 374 3995 5666
b v 8633 9441 018 PGD-10 | 5617 75.62 4274 445 82
v v 8625 o6l4l  79.06 FGSM 8625 6137 7906 6141 7634
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4.5. Analysis of the Visualization Experiments

Grad-CAM [33] Visualization. Grad-CAM is a visual-
ization technique used to explain the decision-making pro-
cess of models, highlighting crucial regions of an image
feature map. Fig. 6 demonstrates the visualization exper-
iment of TPAP. We see the adversarial examples in (b) have
biased attention regions compared to those of correctly clas-
sified examples in (a), (c) and (d), although their attention
regions can focus on the target object. The results in (a),
(c) and (d) show that the FGSM-RO-DNN focuses on the
global outline or internal regions of the target category for
correctly classified examples. There are two puzzling ques-
tions: Why does the FGSM-RO-DNN focus on the global
outline of the target category? and why does the FGSM-
RO-DNN result in misclassification when focusing on the
interior of the target object? In low-resolution image clas-
sification tasks, there is minimal spurious correlation be-
tween labels and backgrounds due to the similarity in back-
ground colors for different classes. The network finds it
challenging to learn correct classification knowledge from
non-causal factors such as background. Therefore, we ar-
gue that the FGSM-RO-DNN learns one of the most signif-
icant distinctions between categories, i.e. the global outline.
Additionally, different target categories share similar inter-
nal regions, such as cats and dogs having similar fur colors
and facial features, or cars and trucks having similar col-
ors. Meanwhile, the FGSM-RO-DNN is highly vulnerable
to other types of attacks except FGSM, which also leads to
misclassification even focused on interior of target class.

Feature Visualization. Fig. 7 visualizes the feature
distribution from the penultimate layer of network. We
use t-SNE [40] to project CIFAR-10 features onto a two-
dimensional plane, where the top row comes from the base-
line (PGD-AT) and the second row represents TPAP. We
observe adversarial attacks often distort the discriminative
feature distribution of PGD-AT network, whereas TPAP can
effectively improve the adversarial distributions with bet-
ter feature clustering (i.e., inter-class separability and intra-
class compactness). Robustness is indicated.

5. Conclusion

We propose a novel adversarial defense method and, for
the first time, introduce FGSM robust overfitting to instruct
test-time robustness. TPAP is easy to train and computa-
tionally efficient, and remarkably enhances the robust gen-
eralization. We hope our work can inspire future research.

Limitations. TPAP has two limitations. Firstly, TPAP
does not perform well in defending against 8/255 FGSM
adversarial examples, and the reason is explained in Section
4.3. Secondly, TPAP fails to defend against attacks of too
strong perturbations, such as e=0.3 on MNIST [20] dataset.
This is due to existing adversarial attacks move clean exam-

(@) T (b) Tpgd20 (c) Tepur (d) Tpgd20_pur

Figure 6. Attention visualization of TPAP. We show 2 examples of
dog and car respectively. The first and second column respectively
indicate the attention map of clean and the PGD-20 adversarial
examples, represented as x. and x,g4q20. The third and fourth col-
umn respectively represents the attention maps of purified exam-
ples Zc_pur and Tpgd20_pur Obtained by our TPAP.

PGD-AT

TPAP

©)xaa dzsTa

(@) zc (b) zpgaz0

Figure 7. t-SNE feature distribution visualization of PGD-AT and
our proposed TPAP on clean and adversarial examples.

ples away from correctly classified labels, while our adver-
sarial purification moves adversarial examples away from
misclassified labels. When the adversarial perturbation is
large, the force of adversarial purification also needs to be
enlarged, leading to large pixel changes in image. This
severely destroys the semantics of the image and leads to
a significant decrease in classification accuracy.
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