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Abstract

Our understanding of the generalization capabilities of
neural networks (NNs) is still incomplete. Prevailing ex-
planations are based on implicit biases of gradient de-
scent (GD) but they cannot account for the capabilities of
models from gradient-free methods [9] nor the simplicity
bias recently observed in untrained networks [29]. This pa-
per seeks other sources of generalization in NNs.
Findings. To understand the inductive biases provided
by architectures independently from GD, we examine un-
trained, random-weight networks. Even simple MLPs show
strong inductive biases: uniform sampling in weight space
yields a very biased distribution of functions in terms of
complexity. But unlike common wisdom, NNs do not have
an inherent “simplicity bias”. This property depends on
components such as ReLUs, residual connections, and layer
normalizations. Alternative architectures can be built with
a bias for any level of complexity. Transformers also inherit
all these properties from their building blocks.
Implications. We provide a fresh explanation for the suc-
cess of deep learning independent from gradient-based
training. It points at promising avenues for controlling the
solutions implemented by trained models.

1. Introduction
Among various models in machine learning, neural net-
works (NNs) are the most successful on a variety of tasks.
While we are pushing their capabilities with ever-larger
models [72], much remains to be understood at the level of
their building blocks. This work seeks to understand what
provides NNs with their unique generalization capabilities.
The need for inductive biases. The success of ML de-
pends on using suitable inductive biases1 [45]. They specify

1Inductive biases are assumptions about the target function encoded in
the learning algorithm as the hypothesis class (e.g. architecture), optimiza-
tion method (e.g. SGD), objective (e.g. cross-entropy risk), regularizer, etc.
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Figure 1. We examine the complexity of the functions imple-
mented by various MLP architectures. We find that much of their
generalization capabilities can be understood independently from
the optimization, training objective, scaling, or even data distribu-
tion. For example, ReLU and GELU networks (left) overwhelm-
ingly represent low-frequency functions for any network depth or
weight magnitude. Other activations lack this property.

how to generalize from a finite set of training examples to
novel test cases. For example, linear models allow learning
from few examples but generalize correctly only when the
target function is itself linear. Large NNs are surprising in
having large representational capacity [36] yet generalizing
well across many tasks. In other words, among all learn-
able functions that fit the training data, those implemented
by trained networks are often similar to the target function.

Explaining the success of neural networks. Some suc-
cessful architectures are tailored to specific domains e.g.
CNNs for image recognition. But even the simplest MLP
architectures (multi-layer perceptrons) often display re-
markable generalization. Two explanations for this success
prevail, although they are increasingly challenged.
• Implicit biases of gradient-based optimization. A large

amount of work studies the preference of (stochastic) gra-
dient descent or (S)GD for particular solutions [20, 51].
But conflicting results have also appeared. First, full-
batch GD can be as effective as SGD [24, 38, 46, 69].
Second, Chiang et al. [9] showed that zeroth-order op-

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

4786



timization can yield models with good generalization as
frequently as GD. And third, Goldblum et al. [29] showed
that language models with random weights already dis-
play a preference for low-complexity sequences. This
“simplicity bias” was previously thought to emerge from
training [65]. In short, gradient descent may help with
generalization but it does not seem necessary.

• Good generalization as a fundamental property of all
nonlinear architectures [33]. This vague conjecture
does not account for the selection bias in the architectures
and algorithms that researchers have converged on. For
example, implicit neural representations (i.e. a network
trained to represent a specific image or 3D shape) show
that the success of NNs is not automatic and requires, in
that case, activations very different from ReLUs.

The success of deep learning is thus not a product primarily
of GD, nor is it universal to all architectures. This paper
propose an explanation compatible with all above observa-
tions. It builds on the growing evidence that NNs benefit
from their parametrization and the structure of their weight
space [9, 29, 37, 64, 77, 79].

Contributions. We present experiments supporting this
three-part proposition (stated formally in Appendix C).

(1) NNs are biased to implement functions of a particu-
lar level of complexity (not necessarily low) determined
by the architecture. (2) This preferred complexity is ob-
servable in networks with random weights from an un-
informed prior. (3) Generalization is enabled by popular
components like ReLUs setting this bias to a low com-
plexity that often aligns with the target function.

We name it the Neural Redshift (NRS) by analogy to phys-
ical effects2 that bias the observations of a signal towards
low frequencies. Here, the parameter space of NNs is biased
towards functions of low frequency, one of the measures of
complexity used in this work (see Figure 1).

The NRS differs from prior work on the spectral bias [57,
84] and simplicity bias [3, 65] which confound the effects of
architectures and gradient descent. The spectral bias refers
to the earlier learning of low-frequencies during training
(see discussion in Section 6). The NRS only involves the
parametrization3 of NNs and thus shows interesting proper-
ties independent from optimization [80], scaling [5], learn-
ing objectives [9], or even data distributions [52].

Concretely, we examine various architectures with ran-
dom weights. We use three measures of complexity: (1) de-
compositions in Fourier series and (2) in bases of orthog-

2https://en.wikipedia.org/wiki/Redshift
3Parametrization refers to the mapping between a network’s weights

and the function it represents. An analogy in geometry is the parametriza-
tion of 2D points with Euclidean or polar coordinates. Sampling uniformly
from one or the other gives different distributions of points.

onal polynomials (equating simplicity with low frequen-
cies/order) and (3) compressibility as an approximation of
the Kolmogorov complexity [15]. We study how they vary
across architectures and how these properties at initializa-
tion correlate with the performance of trained networks.

Summary of findings.
• We verify the NRS with three notions of complexity that

rely on frequencies in Fourier decompositions, order in
polynomial decompositions, and compressibility of the
input-output mapping (Section 3).

• We visualize the input-output mappings of 2D networks
(Figure 3). They show intuitively the diversity of induc-
tive biases across architectures that a scalar “complexity”
cannot fully describe. Therefore, matching the complex-
ity of an architecture with the target function is beneficial
for generalization but hardly sufficient (Section 4.1).

• We show that the simplicity bias is not universal but de-
pends on common components (ReLUs, residual connec-
tions, layer normalizations). ReLU networks also have
the unique property of maintaining their simplicity bias
for any depth and weight magnitudes. It suggests that
the historical importance of ReLUs in the development of
deep learning goes beyond the common narrative about
vanishing gradients [42].

• We construct architectures where the NRS can be modu-
lated (with alternative activations and weight magnitudes)
or entirely avoided (parametrization in Fourier space,
Section 3). It further demonstrates that the simplicity
bias is not universal and can be controlled to learn com-
plex functions (e.g. modulo arithmetic) or mitigate short-
cut learning (Section 4.1).

• We show that the NRS is relevant to transformer sequence
models. Random-weight transformers produce sequences
of low complexity and this can also be modulated with the
architecture. This suggests that transformers inherit in-
ductive biases from their building blocks via mechanisms
similar to those of simple models. (Section 5).

2. How to Measure Inductive Biases?
Our goal is to understand why NNs generalize when other
models of similar capacity would often overfit. The im-
mediate answer is simple: NNs have an inductive bias
for functions with properties matching real-world data.
Hence two subquestions.
1. What are these properties?

We will show that three metrics are relevant: low fre-
quency, low order, and compressibility. Hereafter, they
are collectively referred to as “simplicity”.

2. What gives neural networks these properties?
We will show that an overwhelming fraction of their pa-
rameter space corresponds to functions with such sim-
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Figure 2. Our methodology to characterize the inductive biases of an architecture. We evaluate a network with random weights/biases on
a grid of points. This yields a representation of the function implemented by the network, shown here as a grayscale image for a 2D input.
We then characterize this function using three measures of complexity.

plicity. While there exist solutions of arbitrary complex-
ity, simple ones are found by default when navigating
this space (especially with gradient-based methods).

Analyzing random networks. Given an architecture to
characterize, we propose to sample random weights and bi-
ases, then evaluate the network on a regular grid in its input
space (see Figure 2). Let fθ(x) represent the function im-
plemented by a network of parameters θ (weights and bi-
ases), evaluated on the input x ∈ Rd. The f represents an
architecture with a scalar output and no output activation,
which could serve for any regression or classification task.

We sample weights and biases from an uninformed prior
chosen as a uniform distribution. Biases are sampled from
U(−1, 1), and weights from the range proposed by Glo-
rot and Bengio [28] commonly used for initialization i.e.
U(−s, s) with s = α

√
6 / (fanin + fanout) where α is an

extra factor (1 by default) to manipulate the weights’ magni-
tude in our experiments. These choices are not critical. Ap-
pendix E shows that other distributions (Gaussian, uniform-
ball, long-tailed) lead to similar findings.

We then evaluate fθ(·) on points Xgrid= {x1, . . . ,xN}
sampled regularly in the input space. We restrict Xgrid to
the hypercube [−1,+1]d since the data used with NNs is
commonly normalized. The evaluation of fθ(·) on Xgrid

yields a d-dimensional grid of scalars. In experiments of
Section 3 where d=2, this is conveniently visualized as a 2D
grayscale image to provide visual intuition about the func-
tion represented by the network. Next, we describe three
quantifiable properties to extract from such representations.

Measures of complexity. Applying the above procedure
to various architectures with 2D inputs yields clearly di-
verse visual representations (see Figure 3). For quantita-
tive comparisons, we propose three functions of the form
C(Xgrid, f) that estimate proxies of the complexity of f .

• Fourier frequency. A first natural choice is to use
Fourier analysis as in classical signal and image process-
ing. The “image” to analyze is the d-dimensional evalua-
tion of f on Xgrid mentioned above. We first compute
a discrete Fourier transform that approximates f with
a weighted sum of sines of various frequencies. For-

mally, we have f(x) := (2π)d/2
∫
f̃(k) eik·xdk where

f̃(k) :=
∫
f(x) e−ik·xdx is the Fourier transform. The

discrete transform means that the frequency numbers k
are regularly spaced, {0, 1, 2, . . . ,K} with the maximum
K set according to the Nyquist–Shannon limit of Xgrid.
We use the intuition that complex functions are those with
large high-frequency coefficients [57]. Therefore, we de-
fine our measure of complexity as the average of the co-
efficients weighted by their corresponding frequency i.e.
CFourier(f) = ΣK

k=1f̃(k) k / ΣK
k=1f̃(k).

For example, a smoothly varying function is likely to in-
volve mostly low-frequency components, and therefore
give a low value to CFourier.

• Polynomial order. A minor variation of Fourier anal-
ysis uses decompositions in bases of polynomials. The
procedure is nearly identical, except for the sine waves
of increasing frequencies being replaced with fixed poly-
nomials of increasing order (details in Appendix D). We
obtain an approximation of f as a weighted sum of
such polynomials, and define our complexity measure
CChebyshev exactly as above, i.e. the average of the coef-
ficients weighted by their corresponding order. For ex-
ample, the first two basis elements are a constant and a
first-order polynomial, hence the decomposition of a lin-
ear f will use large coefficients on these low-order ele-
ments and give a low complexity. We implemented this
method with several canonical bases of orthogonal poly-
nomials (Hermite, Legendre, and Chebyshev polynomi-
als) and found the latter to be the most numerically stable.

• Compressibility has been proposed as an approximation
of the Kolmogorov complexity [15, 29, 79]. We apply the
classical Lempel-Ziv (LZ) compression on the sequence
Y={f(xi) : xi∈X}. We then use the size of the dictio-
nary built by the algorithm as our measure of complexity
CLZ(f). A sequence with repeating patterns will require
a small dictionary and give a low complexity.

3. Inductive Biases in Random Networks
We are now equipped to compare architectures. We will
show that various components shift the inductive bias to-
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Table 1. Components that bias NNs towards low/high complexity.

Lower complexity No impact Higher complexity

ReLU-like activations
Small weights / activations

Layer normalization
Residual connections

Width
Bias magnitudes

Other activations
Large weights / activations

Depth
Multiplicative interactions

wards low or high complexity (see Table 1). In particular,
ReLU activations will prove critical for a simplicity bias in-
sensitive to depth and weight / activation magnitude.

ReLU MLPs. We start with a 1-hidden layer multi-layer
perceptron (MLP) with ReLU activations. We will then ex-
amine variations of this architecture. Formally, each hidden
layer applies a transformation on the input: x←ϕ(Wx+b)
with weights W , biases b, and activation function ϕ(·).
MLPs are so simple that they are often thought as providing
little or no inductive bias [5]. On the contrary, we observe
in Figures 4 & 6 that MLPs have a very strong bias towards
low-frequency, low-order, compressible functions. And this
simplicity bias is remarkably unaffected by the magnitude
of the weights, nor increased depth.

The variance in complexity across the random networks
is essentially zero: virtually all of them have low complex-
ity. This does not mean that they cannot represent com-
plex functions, which would violate their universal approx-
imation property [36]. Complex functions simply require
precisely-adjusted weights and biases that are unlikely to
be found by random sampling. These can still be found by
gradient descent though, as we will see in Section 4.

ReLU-like activations (GELU, Swish, SELU [16]) are
also biased towards low complexity. Unlike ReLUs, close
examination in Appendix F shows that increasing depth or
weight magnitudes slightly increases the complexity.

Others activations (TanH, Gaussian, sine) show com-
pletely different behaviour. Depth and weight magnitude
cause a dramatic increase in complexity. Unsurprisingly,
these activations are only used in special applications [58]
with careful initializations [68]. Networks with these acti-
vations have no fixed preferred complexity independent of
the weights’ or activations’ magnitudes.4 Mechanistically,
the dependency on weight magnitudes is trivial to explain.
Unlike with a ReLU, the output e.g. of a GELU is not equiv-
ariant to a rescaling of the weights and biases.

Figure 6 shows close correlations between complexity
measures, though they measure different proxies. Figure 3
shows that different activations make distinctive patterns
not captured by the complexity measures. More work will
be needed to characterize such fine-grained differences.

4The weight magnitudes examined in Figure 4 are larger than typically
used for initialization, but the same effects would result from large activa-
tion magnitudes that occur in trained models.

ReLU TanH

Weights ∼
U(−s, s)

Weights ∼
U(−6s, 6s)

Figure 3. Comparison of functions implemented by random MLPs
(2D input, 3 hidden layers). ReLU and TanH architectures are bi-
ased towards different functions despite their universal approxima-
tion capabilities. ReLU architectures have the unique property of
maintaining their simplicity bias regardless of weight magnitude.

Width has no impact on complexity, perhaps surprisingly.
Additional neurons change the capacity of a model (what
can be represented after training) but they do not affect its
inductive biases. Indeed, the contribution of all neurons in
a layer averages out to something invariant to their number.
Layer normalization is a popular component in modern
architectures, including transformers [55]. It shifts and
rescales the internal representation to zero mean and unit
variance [4]. We place layer normalizations before each ac-
tivation such that each hidden layer now applies the trans-
formation: x←(Wx+b); x←ϕ((x− x̄)/ std(x)) where
x̄ and std(x) denote the mean and standard deviation across
channels. Layer normalization has the significant effect of
removing variations in complexity with the weights’ magni-
tude for all activations (Figure 5). The weights can now vary
(e.g. during training) without directly affecting the preferred
complexity of the architecture. Layer normalizations also
usually apply a learnable offset (0 by default) and scaling
(1 by default) post-normalization. Given the above observa-
tions, when paired with an activation with some slight sen-
sitivity to weight magnitude (e.g. GELUs, see Appendix F),
this scaling can now be interpreted as a learnable shift in
complexity, modulated by a single scalar (rather than the
whole weight matrix without the normalization).
Residual connections [31]. We add these such that each
non-linearity is now described with: x← (x+ ϕ(x)). This
has the dramatic effect of forcing the preferred complexity
to some of the lowest levels for all activations regardless of
depth. This can be explained by the fact that residual con-
nections essentially bypass the stacking of non-linearities
that causes the increased complexity with increased depth.
Multiplicative interactions refer to multiplications of in-
ternal representations with one another [39] as in attention
layers, highway networks, dynamic convolutions, etc. We
place them in our MLPs as gating operations, such that each
hidden layer corresponds to: x←

(
ϕ(Wx+b) ⊙ σ(W ′x+

b′)
)

where σ(·) is the logistic function. This creates a clear
increase in complexity dependent on depth and weight mag-
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Figure 4. Heatmaps of the average Fourier complexity of functions implemented by random-weight networks. Each heatmap corresponds
to an activation function and each cell (within a heatmap) corresponds to a depth (heatmap columns) and weight magnitude (heatmap
rows). We also show grayscale images of functions implemented by networks of an architecture corresponding to every other heatmap cell.
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Figure 5. The complexity of random models (Y axis) generally increases with weights / activations magnitudes (X axis). The sensitivity
is however very different across activation functions. This sensitivity also increases with multiplicative interactions (i.e. gating), decreases
with residual connections, and is essentially absent with layer normalization.

nitude, even for ReLU activations. This agrees with prior
work showing that multiplicative interactions in polynomial
networks [10] facilitate learning high frequencies.
Unbiased model. As a counter-example to models show-
ing some preferred complexity, we construct an architec-
ture with no bias by design in the complexity measured
with Fourier frequencies. This special architecture imple-
ments an inverse Fourier transform, parametrized directly
with the coefficients and phase shifts of the Fourier com-
ponents (details in Appendix D). The inverse Fourier trans-
form is a weighted sum of sine waves, so this architecture
can be implemented as a one-layer MLP with sine activa-
tions and fixed input weights representing each one Fourier
component. These fixed weights prior to sine activations
thus enforce a uniform prior over frequencies.

This architecture behaves very differently from standard
MLPs (Figure 4). With random weights, its Fourier spec-
trum is uniform, which gives a high complexity for any
weight magnitude (depth is fixed). Functions implemented
by this architecture look like white noise. Even though
this architecture can be trained by gradient descent like any
MLP, we show in Appendix E that it is practically useless
because of its lack of any complexity bias.
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Figure 6. Our various complexity measures are closely correlated
despite measuring each a different proxy i.e. frequency (Fourier),
polynomial order (Legendre, Chebyshev), or compressibility (LZ).

Importance of ReLU activations
The fact that a strong simplicity bias depends on ReLU
activations suggests that their historical importance in
the development of deep learning goes beyond the com-
mon narrative about vanishing gradients [42]. The same
may apply to residual connections and layer normaliza-
tion since they alsox contribute strongly to the simplic-
ity bias. This contrasts with the current literature that
mostly invokes their numerical properties [6, 82, 83].
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4. Inductive Biases in Trained Models
We now examine how the inductive biases of an architec-
ture impact a model trained by standard gradient descent.
We will show that there is a strong correlation between the
complexity at initialization (i.e. with random weights as ex-
amined in the previous section) and in the trained model.
We will also see that unusual architectures with a bias to-
wards high complexity can improve generalization on tasks
where the standard “simplicity bias” is suboptimal.

4.1. Learning Complex Functions

The NRS proposes that good generalization requires a good
match between the complexity preferred by the architecture
and the target function. We verify this claim by demon-
strating improved generalization on complex tasks with ar-
chitectures biased towards higher complexity. This is also
a proof of concept of the potential utility of controlling in-
ductive biases.

Experimental setup. We consider a simple binary classi-
fication task involving modulo arithmetic. Such tasks like
the parity function [66] are known to be challenging for
standard architectures because they contain high-frequency
patterns. The input to our task is a vector of integers x ∈
[0, N−1]d. The correct labels are 1(Σxi ≤ (M/2)modM).
We consider three versions with N=16 and M={10, 7, 4}
that correspond to increasingly higher frequencies in the tar-
get function (see Figure 7 and Appendix D for details).

Results. We see in Figure 7 that a ReLU MLP only solves
the low-frequency version of the task. Even though this
model can be trained to perfect training accuracy on the
higher-frequency versions, it then fails to generalize be-
cause of its simplicity bias. We then train MLPs with other
activations (TanH, Gaussian, sine) whose preferred com-
plexity is sensitive to the activations’ magnitude. We also
introduce a constant multiplicative prefactor before each
activation function to modulate this bias without changing
the weights’ magnitude, which could introduce optimiza-
tion side effects. Some of these models succeed in learn-
ing all versions of the task when the prefactor is correctly
tuned. For higher-frequency versions, the prefactor needs
to be larger to shift the bias towards higher complexity. In
Figure 7, we fit a quadratic approximation to the accuracy
of Gaussian-activated models. The peak then clearly shifts
to the right on the complex tasks. This agrees with the
NRS proposition that complexity at initialization relates
to properties of the trained model.

Let us also note that not all activations succeed, even with
a tuned prefactor. This shows that matching the complexity
of the architecture and of the target function is beneficial but
not sufficient for good generalization. The inductive biases
of an architecture are clearly not fully captured by any of
our measures of complexity.

Target function (3 versions of “modulo addition”)

Low freq. Med. freq. High freq.
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Complexity (LZ) at initialization
(modulated by choices of activation and prefactor value)

mlpRelu mlpGelu mlpSwish mlpTanh mlpGaussian mlpSin

Figure 7. Results training networks on three tasks of increasing
complexity. Each point represents a different architecture. ReLU-
like activations are biased towards low complexity and fail to
generalize on complex tasks. With other activations, the com-
plexity bias depends on the activation magnitudes, which we can
control with a multiplicative prefactor. This enables generaliza-
tion on complex tasks by shifting the bias to higher complexity.
Indeed, the optimum prefactor (peak of the quadratic fit) shifts to
the right on each task of increasing complexity.
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Figure 8. Detail of Figure 7 for Gaussian activations. The peak
accuracy shifts to the right on tasks of increasing complexity. This
corresponds to a larger prefactor that shifts the bias towards higher
complexity. Each point represents one random seed.

Reinterpretation of existing work
Loss landscapes Are All You Need [9]
Chiang et al. showed that networks with random
weights, as long as they fit the training data with low
training loss, are good solutions that generalize to the
test data. We find “loss landscapes” slightly misleading
because the key is in the parametrization of the network
(and by extension of this landscape) and not in the loss
function. Their results can be replicated by replacing the
cross-entropy loss with an MSE loss, but not by replac-
ing their MLP with our “unbiased learner” architecture.

The sampled solutions are good, not only because of
their low training loss, but because they are found by
uniformly sampling the weight space. Bad low-loss so-
lutions also exist, but they are unlikely to be found by
random sampling. Because of the NRS, all random-
weight networks implement simple functions, which
generalize as long as they fit the training data. An al-
ternative title could be “Uniformly Sampling the Weight
Space Is All You Need”.
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4.2. Impact on Shortcut Learning

Shortcut learning refers to situations where the simplicity
bias causes a model to rely on simple spurious features
rather than learning the more-complex target function [65].
Experimental setup. We consider a regression task sim-
ilar to Colored-MNIST. Inputs are images of handwritten
digits juxtaposed with a uniform band of colored pixels that
simulate spurious features. The labels in the training data
are values in [0, 1] proportional to the digit value as well
as to the color intensity. Therefore, a model can attain high
training accuracy by relying either on the simple linear rela-
tion with the color, or the more complex recognition of the
digits (the target task). To measure the reliance of a model
on color or digit, we use two test sets where either the color
or digit is correlated with the label while the other is ran-
domized. See Appendix D for details.
Results. We train 2-layer MLPs with different activa-
tion functions. We also use a multiplicative prefactor, i.e.
a constant α ∈ R+ placed before each activation func-
tion such that each non-linear layer performs the following:
x← ϕ

(
α(Wx + b)

)
. The prefactor mimics a rescaling of

the weights and biases with no optimization side effects.
We see in Figure 9 that the LZ complexity at initialization

increases with prefactor values for TanH, Gaussian, and sine
activations. Most interestingly, the accuracy on the digit and
color also varies with the prefactor. The color is learned
more easily with small prefactors (corresponding to a low
complexity at initialization) while the digit is learned more
easily at an intermediate value (corresponding to medium
complexity at initialization). The best performance on the
digit is reached at a sweet spot that we explain as the hy-
pothesized “best match” between the complexity of the tar-
get function, and that preferred by the architecture. With
larger prefactors, i.e. beyond this sweet spot, the accuracy
on the digit decreases, and even more so with sine activa-
tions for which the complexity also increases more rapidly,
further supporting the proposed explanation.
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Figure 9. Experiments on Colored-MNIST show a clear corre-
lation between complexity at initialization (top) and test accuracy
(bottom). Models with a bias for low complexity rely on the color
i.e. the simpler feature. The accuracy on the digit peaks at a sweet
spot where the models’ preferred complexity matches the digits’.

Reinterpretation of existing work
How You Start Matters for Generalization [59]
Ramasinghe et al. examine implicit neural represen-
tations (i.e. a network trained to represent one image).
They observe that models showing high frequencies at
initialization also learn high frequencies better. They
conclude that complexity at initialization causally in-
fluences the solution. But our results suggest instead
that these are two effects of a common cause: the ar-
chitecture is biased towards a certain complexity, which
influences both the untrained model and the solutions
found by gradient descent. There exist configurations of
weights that correspond to complex functions, but they
are unlikely to be found in either case. Appendix E.3
shows that initializing GD from such a solution with
an architecture biased toward simplicity does not yield
complex solutions, thus disproving the causal relation.

5. Transformers are Biased Towards
Compressible Sequences

We now show that the inductive biases observed with MLPs
are relevant to transformer sequence models. The experi-
ments below confirm the bias of a transformer for generat-
ing simple, compressible sequences [29] which could then
explain the tendency of language models to repeat them-
selves [21, 34]. The experiments also suggest that trans-
formers inherit this inductive bias from the same compo-
nents as those explaining the simplicity bias in MLPs.

Experimental setup. We sample sequences from an un-
trained GPT-2 [55]. For each sequence, we sample random
weights from their default initial distribution, then prompt
the model with one random token (all of them being equiva-
lent since the model is untrained), then generate a sequence
of 100 tokens by greedy maximum-likelihood decoding.
We evaluate the complexity of each sequence with the LZ
measure (Section 2) and report the average over 1,000 se-
quences. We evaluate variations of the architecture: replac-
ing activation functions in MLP blocks (GELUs by default),
varying the depth (12 transformer blocks by default), and
varying the activations’ magnitude by modifying the scal-
ing factor in layer normalizations (1 by default).

Results. We first observe in Figure 10 that the default
architecture is biased towards relatively simple sequences.
This observation, already reported by Goldblum et al. [29],
is non-trivial since a random model could as well gener-
ate completely random sequences. Changing the activation
function from the default GELUs has a large effect. The
complexity increases with SELU, TanH, sine, and decreases
with ReLU. It is initially low with Gaussian activations, but
climbs higher than most others with larger activation magni-
tudes. This is consistent with observations made on MLPs,
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where ReLU induced the strongest bias for simplicity, and
TanH, Gaussian, sine for complexity. Variations of acti-
vations’ magnitude (via scaling in layer normalizations)
has the same monotonic effect on complexity as observed
in MLPs. However, we lack an explanation for the “shoul-
ders” in the curves of SELU, Tanh, and sine. It may relate to
them being the activations that output negative values most.
Varying depth also has the expected effect of magnifying
the differences across activations and scales.
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Figure 10. Average complexity (LZ) of sequences generated by
an untrained GPT-2. Variations of the architecture correspond to
variations in complexity comparable to MLPs. This suggests that
transformers inherit a bias for simple sequences from their build-
ing blocks via mechanisms similar to those in simple models.

Take-away. These results suggest that the bias for sim-
ple sequences of transformers originates from their build-
ing blocks via similar mechanisms to those causing the
simplicity bias in other predictive models. The building
blocks of transformers also seem to balance a shift to-
wards higher complexity (attention, multiplicative interac-
tions) and lower complexity (GELUs, layer normalizations,
residual connections).

6. Related Work
Much effort has gone into explaining the success of deep
learning through the inductive biases of SGD [48] and struc-
tured architectures [11, 90]. This work rather focuses on
implicit inductive biases from unstructured architectures.

The simplicity bias is the tendency of NNs to fit data
with simple functions [3, 25, 53, 75]. The spectral bias
suggests that NNs prioritize learning low-frequency compo-
nents of the target function [57, 84]. These studies confound
architectures and optimization. And most explanations in-
voke implicit regularization of gradient descent [70, 85] and
are specific to ReLU networks [35, 38, 88]. In contrast, we
show that some form of spectral bias exists in common ar-
chitectures independently of gradient descent.

A related line of study showed that Boolean MLPs are bi-
ased towards low-entropy functions [12, 44]. Work closer to
ours [12, 44, 79] examines the simplicity bias of networks
with random weights. These works are limited to MLPs
with binary inputs or outputs [12, 44], ReLU activations,
and simplicity measured as compressibility. In contrast, our
work examines multiple measures of simplicity and a wider

set of architectures. In work concurrent to ours, Abbe et al.
[1] used Walsh decompositions (analogous to Fourier se-
ries for binary functions) to characterize the simplicity of
learned binary classification networks. Their discussion is
specific to classification and highly complementary to ours.

Our work also provides a new lens to explain why
choices of activation functions are critical [16, 60, 67]. See
Appendix A for an extended literature review.

7. Conclusions
We examined inductive biases that NNs possess indepen-
dently of their optimization. We found that the parame-
ter space of popular architectures corresponds overwhelm-
ingly to functions with three quantifiable properties: low
frequency, low order, and compressibility. They correspond
to the simplicity bias previously observed in trained models
which we now explain without involving (S)GD. We also
showed that the simplicity bias is not universal to all ar-
chitectures. It results from ReLUs, residual connections,
layer normalization, etc. The popularity of these compo-
nents likely reflects the collective search for architectures
that perform well on real-world data. In short, the effective-
ness of NNs is not an intrinsic property but the result of the
adequacy between key choices (e.g. ReLUs) and properties
of real-world data (prevalence of low-complexity patterns).

Limitations and open questions.
• Our analysis used mostly small models and data to en-

able visualizations (2D function maps) and computations
(Fourier decompositions). We showed the relevance of
our findings to large transformers, but the study could be
extended to other large architectures and tasks.

• Our analysis relies on empirical simulations. It could be
carried out analytically to provide theoretical insights.

• Our results do not invalidate prior work on implicit biases
of (S)GD. Future work should clarify the interplay of dif-
ferent sources of inductive biases. Even if most of the
parameter space corresponds to simple functions, GD can
navigate to complex ones. Are they isolated points in pa-
rameter space, islands, or connected regions? This relates
to mode connectivity, lottery tickets [19], and the hypoth-
esis that good flat minima occupy a large volume [37].

• We proposed three quantifiable facets of inductive bi-
ases. Much is missed about the “shape” of functions pre-
ferred by different activations (Figure 3). An extension
could discover other reasons for the success of NNs and
fundamental properties shared across real-world datasets.

• An application of our findings is in the control of
inductive biases to nudge the behaviour of trained
networks [87]. For example by manipulating the
parametrization of NNs on which (S)GD is performed.5

5This work was partially supported by the Australian Research Council
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