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Abstract

In the field of deep point cloud understanding, KP-
Conv is a unique architecture that uses kernel points to
locate convolutional weights in space, instead of relying
on Multi-Layer Perceptron (MLP) encodings. While it ini-
tially achieved success, it has since been surpassed by re-
cent MLP networks that employ updated designs and train-
ing strategies. Building upon the kernel point principle,
we present two novel designs: KPConvD (depthwise KP-
Conv), a lighter design that enables the use of deeper ar-
chitectures, and KPConvX, an innovative design that scales
the depthwise convolutional weights of KPConvD with ker-
nel attention values. Using KPConvX with a modern ar-
chitecture and training strategy, we are able to outperform
current state-of-the-art approaches on the ScanObjectNN,
Scannetv2, and S3DIS datasets. We validate our design
choices through ablation studies and release our code and
models.

1. Introduction
The field of 3D point cloud understanding has experienced
significant growth in the past decade. This growth can be
attributed to the availability of advanced 3D sensors and the
increasing use of deep learning in various research domains.
The evolution of this field has known different phases. Un-
til 2017, most of the proposed approaches relied on projec-
tion in images or 3D grids [3, 17, 27, 34, 35, 44]. How-
ever, after 2017, point-based methods gained dominance
[2, 13, 19, 20, 31, 32, 41, 47, 50], leading to a rapid ex-
pansion of the field. More recently, 3D point cloud un-
derstanding followed the trend of attention and transformer
networks, which are widely adopted in other deep learn-
ing fields [15, 25, 29, 49, 52, 54]. This diverse range of
approaches is a response to the challenge posed by the un-
structured and continuous nature of point clouds. In this dy-
namic field, we explore the potential of Kernel Point Con-
volution (KPConv) [41], one of the most successful point-
based methods, when enhanced with modern techniques
and attention mechanisms.
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Figure 1. KPConvD and KPConvX using small (S) and large
(L) architectures outperform other state-of-the-art architectures on
ScanNetv2 dataset using a relatively small number of parameters.

KPConv proposed a convolution design that utilizes ker-
nel points to store network weights in specific positions
within the space. In this study, we revisit this design and in-
troduce a new, lighter operator called KPConvD. Addition-
ally, we enhance the operator by incorporating "geometric
attention", a novel self-attention mechanism applied to the
kernel points, resulting in KPConvX. Apart from the con-
volution operator itself, we also reconsider the network ar-
chitectures built using this operator. Due to its lightweight
nature, we are able to construct deeper architectures. Over-
all, we observe that our networks are faster than the original
KPConv and achieve state-of-the-art performance.

In Sec. 2, we will provide a comprehensive overview of
the different approaches to deep point cloud understanding.
Our focus will be on point-based methods, and we will com-
pare KPConvX to other similar designs. Sec. 3 is dedicated
to the definition of our convolution design. As depicted in
Fig. 2, we utilize kernel points similar to KPConv, but we
introduce two major changes: depthwise weights, which
combine neighbors’ features using the Hadamard product,
and a new concept called kernel attention that scales the
kernel weights based on the current input features. This ap-
proach, which defines attention geometrically rather than
topologically, is analogous to image involution [18] and
is tailored for kernel points, which have a fixed order and
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Figure 2. Illustration of our new designs compared to the original KPConv operator. KPConvD adopts a lighter depthwise design and
KPConvX includes kernel attention.

spatial disposition, as opposed to neighbor points. Ad-
ditionally, three other significant modifications are not il-
lustrated in Fig. 2. When projecting kernel weights onto
neighbors, we simply use the nearest kernel point instead of
summing the influences of all kernel points. This nearest-
kernel implementation allows for a larger number of kernel
points without significantly increasing computations. Fur-
thermore, we define the positions of kernel points using two
shells, as proposed in [21]. Lastly, we also limit the number
of neighbors to a fixed value, enabling faster computations.

This lightweight operator allows for much deeper net-
works. As suggested in other studies that modernize deep
networks [15, 23, 33], we increase the depth (number of
layers) and width (number of channels) of our networks
and use a KPConv stem as the first layer. We also em-
ploy partition-based pooling for downsampling layers and
incorporate convolution blocks in the decoder upsampling,
as described in [49]. Finally, we adopt a scaling factor of√
2 (instead of 2) for the number of channels from one layer

to the next. The overall network architecture is illustrated
in Fig. 3.

The impact of these choices is evaluated in our exper-
iments in Sec. 4. Ablation studies demonstrate that our
contributions result in better performance. Our networks
outperform the state of the art on object classification and
semantic segmentation tasks, ranking first on the ScanOb-
jectNN [42], S3DIS-Area5 [1], and Scannetv2 [7] bench-
marks. Fig. 1 highlights the superiority of our approach
over other competing methods on Scannetv2. KPConvX-L
is our best-performing network, while KPConvD-L offers a
great compromise between performance and efficiency.

In short, our contributions are as follows:
• We introduce KPConvD, a novel kernel point depthwise

convolution operator.
• We introduce KPConvX, a version of KPConvD aug-

mented with kernel point attention.
• We design modern architectures showing state-of-the-art

performances using our operators.
We also aim to provide a comprehensive open-source

code, allowing the reproduction of our results and the use of
KPConvX as a building block for other networks and tasks.

2. Related Work

Deep point cloud understanding: As explained in the in-
troduction, point clouds are fundamentally different from
images. They are unstructured yet permutation invariant,
and their data is continuous but sparse. Due to this complex
nature, numerous approaches have been proposed for point
cloud understanding.

One of the early ideas for processing point clouds with
deep networks was to project points onto a 3D grid [27, 35].
The use of sparse structures like hash-maps or octrees al-
lowed these approaches to scale to larger grids and achieve
improved performance [4, 6, 10, 34, 36, 44]. Alternatively,
points can be projected onto 2D image planes and processed
with image networks [3, 16, 17, 35, 38]. However, quantiz-
ing irregular point clouds onto regular grids inevitably re-
sults in data loss, and grids lack flexibility.
Point-wise methods: To address these problems, it is possi-
ble to directly extract features from the point clouds instead
of using projections [31]. Typically, features are mixed us-
ing linear layers, and geometric patterns are extracted us-
ing a local operator. The definition of this local operator
is crucial and often the main distinguishing factor between
different methods. Many approaches utilize Multi-Layer
Perceptrons (MLP) as feature extractors, operating directly
on point coordinates [5, 8, 13, 19, 20, 26, 32, 33, 46, 47,
50, 53]. MLP extractors can be viewed as combinations
of hyperplanes, and with a sufficient number of parameters
(planes), they can represent any geometric pattern. How-
ever, complex patterns require a large number of parame-
ters.
3D transformers: Transformer-based networks utilize at-
tention as their primary feature extraction mechanism.
Whether they employ voxel grouping [15, 29, 43] or lo-
cal point neighborhoods [25, 30, 48, 49, 52, 54], they al-
ways employ MLP to encode point features and geomet-
ric patterns. As a result, they face the same limitation
as MLP-based convolutions. Additionally, their attention
mechanism is based on the combination of neighbors’ keys
with central queries, whereas we adopt a simpler central-
generated kernel attention similar to [18].
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Figure 3. Illustration of our network architecture KPConvX-L. It can be used for semantic segmentation or shape classification. It has a
total of 44 encoder blocks, plus one stem KPConv and 4 decoder blocks. We use inverted bottleneck blocks and grid subsampling from
one layer to the next.

Geometric convolutions: Eventually, local feature extrac-
tors can be defined geometrically [2, 13, 21, 41]. This re-
duces the complexity of the convolution operator without
losing data through quantization. We use this approach
and incorporate an attention mechanism to the convolution
weights, similar to the modulations used in the deformable
version of KPConv [41]. However, instead of a single mod-
ulation per kernel point, we use group modulations as de-
scribed in [18].

3. Our Designs

This section describes our novel convolution designs called
KPConvD and KPConvX, illustrated in Fig. 2. We first
discuss the modifications made to the convolution itself,
followed by an explanation of the kernel attention mech-
anism that we added to the operator. Finally, we provide
an overview of our new network architectures (Fig. 3) and
training strategies.

3.1. KPConvD: Depthwise Kernel Point Convolu-
tion

In essence, our KPConvD operator can be understood as a
depthwise version of KPConv. However, aside from some
hyperparameter adjustments, the core implementation has
been optimized for efficiency. We provide a detailed de-
scription of the modifications, using notations similar to
those used in the original KPConv paper, where K rep-
resents the number of kernel points and H represents the
number of neighbors:
• input points: xi ∈ R3 with i < H
• input features: fi ∈ RC with i < H
• kernel points: x̃k ∈ R3 with k < K
• kernel weights: Wk ∈ RC×O with k < K

Therefore, a standard KPConv can be written as

(F ∗ g)(x) =
∑

xi∈Nx

∑
k<K

h (xi − x, x̃k)Wkfi , (1)

where Nx is a radius neighborhood with r ∈ R, and h is the
influence (or correlation) function. Note that in fact, the im-
plementation of KPConv uses a radius neighborhood trun-
cated by a maximum number of neighbors for efficiency.
It is therefore equivalent to a KNN neighborhood, where
all points further than r are ignored, which is how we im-
plement it in our work. We thus have a fixed number of
neighbors, named H . We use the same influence function
as KPConv:

hik = max

(
0, 1− ∥xi − x− x̃k∥

σ

)
, (2)

where σ is the influence distance of the kernel points. We
use the notation hik in place of h (xi − x, x̃k) for conve-
nience, but it also represents an optimization in our imple-
mentation. All the blocks of the same layer can share the
same kernel points and therefore share the same influences.
We thus compute the matrix of influences (hik) ∈ RH×K

only once per layer and share the values hik for the rest of
the layer

With these new notations, the depthwise equivalent of
KPConv can be defined as

(F ∗ g)(x) =
∑
i<H

∑
k<K

hik wk ⊙ fi , (3)

where wk ∈ RC is a single vector of weights instead of
a full matrix and ⊙ is the Hadamard product. We observe
that the influence matrices usually contain a majority of ze-
ros. Indeed, the kernel points only apply their weights to
the neighbors that are in their area of influence. However, in
this definition, the influence of all kernel points is summed
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Figure 4. Illustration of kernel dispositions in 2D with one or two
shells. Red circles are kernel points. The shells highlighted in
green are placed regularly along the radius (left). The nearest-
kernel area of each kernel point is shown in yellow (right).

for each neighbor, which is a waste of computations. We re-
duce the number of operations by choosing a single kernel
point for each neighbor instead:

(F ∗ g)(x) =
∑
i<H

hik∗ wk∗ ⊙ fi , (4)

where k∗ is the index of the nearest kernel point to the
neighbor i. With this nearest-kernel implementation, we
are able to increase the number of kernel points and thus
the descriptive power of the convolution without affecting
the number of operations.

Because of this ability to increase the number of kernel
points, we adopt a shell definition of the kernel point po-
sitions as proposed in [21], but keep the convolution def-
inition defined in Eq. (4). The kernel point locations are
found with a similar optimization process to the one used
in KPConv, but with an equality constraint added for the ra-
dius of the points of each shell. More details can be found
in the supplementary material. We note the number of ker-
nel points as a list [1, N1, ..., Ns], where s is the number
of shells. In the rest of the paper, we use a two-shell ker-
nel disposition [1, 14, 28]. Examples of 2D kernel points’
disposition and their corresponding nearest-kernel areas are
shown in Fig. 4.

Eventually, we choose a radius of r = 2.1 times the sub-
sampling grid size, slightly smaller than the original KP-
Conv. This value was found empirically (see additional ex-
periments in the supplementary material). The chosen ra-
dius does not affect memory consumption as the number
of neighbors is fixed. Because of our nearest-kernel imple-
mentation, the area of influence of each kernel point does
not overlap, and we use a large influence radius σ = r. We
note that this nearest-kernel design was proposed in the the-
sis [40], but never implemented.

3.2. KPConvX: Adding Kernel Attention

Local self-attention, as it is commonly used in transform-
ers for point clouds [49, 54], is defined with respect to
the neighbor features. It is a topological operator, which
combines features without extracting geometric informa-
tion. This is why most of the self-attention designs for point
clouds incorporate some kind of geometric encoding.

On the contrary, the kernel attention we propose is geo-
metric in nature. The attention weights are generated for lo-
cal parts of the space, instead of being generated for neigh-
bors depending on their features. This design gives a geo-
metric structure to our attention mechanism, and the ability
to focus on geometric patterns, as shown in Fig. 5. There-
fore, our operator does not need additional position encod-
ings to capture geometric information.

With the previous notations, we define KPConvX as

(F ∗ g)(x) =
∑
i<H

hik∗ (mk∗ ⊚ wk∗) ⊙ fi , (5)

where mk∗ is a vector of modulations generated for the kth

kernel point and ⊚ is a grouped version of the Hadamard
product. Indeed, mk∗ ∈ RCg where Cg = C/G and G is
the number of groups. We note that with G = C, our design
is very similar to the modulations of deformable KPConv
[41], and with G = 1, every channel gets its own modu-
lation. In the following, we use G = 8 unless otherwise
specified. The modulations are generated all together from
the feature of the central point:

(mk)k<K = α (x) , (6)

where α is defined as a two-layer MLP, with C hidden chan-
nels, K×Cg output channels, and a sigmoid as final activa-
tion. We note that with this attention definition, augmenting
the number of kernel points will affect the number of oper-
ations. However, thanks to our nearest-kernel implementa-
tion, the increase in operations is still reduced compared to
the full-summation kernel.

As stated above, from this general definition we can
regress to a depthwise convolution, by removing the mod-

Figure 5. Illustration of our kernel attention principle, where
chunks of space are weighted (right) compared to standard point
self-attention where the neighbors are weighted depending on their
feature instead of their position (left). In our design, no position
encoding is needed, as the attention itself is a position encoding.
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ulations, as defined in Eq. (4). But it is also possible to
remove the convolution weights and only use modulations.
Similarly to the image involution [18], we would then de-
fine a kernel point involution:

(F ⊛ g)(x) =
∑
i<H

hik∗ (mk∗ ⊚ fi) . (7)

We named this design KPInv, but it did not match the per-
formances of KPConvX, and we do not use it in our exper-
iments.

KPConvX design would not work without kernel points
or a similar structure. Why? The modulations are gener-
ated with α in a certain order, which corresponds to the
order of the kernel points. If we were to produce modula-
tions directly for neighbors, as a naive re-implementation of
the image involution for point clouds would do, they would
be applied in this order to the neighbors. However, even
if they are ordered by coordinates or distance to the cen-
ter, the neighbors’ order remains highly unstable, and there-
fore the modulations would be applied randomly to different
neighbors every time. This instability undermines the net-
work’s ability to extract geometric patterns and we observed
weaker performances in the few tests we ran.

Furthermore, predicting weights from the central point
forces the network to include contextual information in its
features. This contextual information is necessary for de-
ciding where to focus attention spatially in ensuing layers.
We believe this is one of the crucial properties that make
KPConvX a better descriptor.

3.3. Modern Architecture and Training

In this work, we also focused on the design of new network
architectures. We follow the path of other works that advo-
cate the use of modern techniques for deep networks in im-
ages [23] or point clouds [33]. Firstly, we define a small (S)
and large (L) architectures, with respectively [2, 2, 2, 8, 2]
blocks per layer and [3, 3, 9, 12, 3] blocks per layer. We
choose an initial width of 64 channels for both networks
as shown in Fig. 3.

For the stem of the network, we choose a full standard
KPConv, to extract strong initial features as advocated in
[15]. The cost of this layer is negligible compared to the
rest of the network.

Each network block is designed as an inverted bottleneck
similarly to [23, 33]. Compared to the standard ResNet bot-
tleneck design [11] that starts with a downsampling MLP,
follows with a local extractor, and finishes with an upsam-
pling MLP, the inverted design places the local extractor at
the beginning of the block and has two MLPs that upsample
and then downsample the features. We use a normalization
layer (Batch Normalization) and an activation layer (Leaky
ReLU), after KPConvX and after each MLP. For the final

MLP of the block, the activation layer is moved after the
addition.

Each layer has its own fixed number of neighbors
for the local operator. In all our experiments, we use
[12, 16, 20, 20, 20] neighbors for each layer. The number
of neighbors is lower in the early layers because the point
clouds are more sparse before being subsampled.

Instead of using heavy operations for the pooling layers,
we follow [49] and implement partition-based pooling with
a grid of increasing size. In the same fashion, we use a ratio
of 2.2 for the grid scaling between layers, which reduces the
overall memory cost of the network. The grid upsampling
operation projects the features back to the points that were
in the same grid cell, without any modification. We also
append an additional block in each decoder layer to improve
the performance.

Furthermore, a common network regularization scheme,
stochastic depth [14], is implemented with DropPath oper-
ations. It consists of randomly skipping network blocks for
entire elements of a batch. The implementation of DropPath
for our network is not trivial because we use variable batch
size as in the original KPConv [41]. We refer to the supple-
mentary material and our open-source implementation for
more details.

Interestingly, we notice that the number of channels in
the deeper layers does not need to be doubled to maintain
good performances. Instead of keeping a ratio of 2 between
the widths of two consecutive layers, we use a ratio of

√
2.

This reduces the size and memory consumption of our net-
work, without affecting its performance.

Segmentation Architecture: After the last upsampling
layer, we use a standard segmentation head, which consists
of a two-layer MLP with 64 hidden channels, and nclass

output channels, followed by a softmax layer. At training,
we use a standard cross-entropy loss.

Classification Architecture: The classification archi-
tecture only uses the encoder part of the network. The
features are aggregated with a global average pooling and
processed by the classification head, which consists of a
two-layer MLP with 256 hidden channels, and nclass out-
put channels, followed by a softmax layer. We use a cross-
entropy loss with label smoothing [37] for training.

Finally, we train our networks with the more recent
AdamW optimizer [24] and we use up-to-date data aug-
mentation strategies [33]. More details and other training
parameters can be found in the supplementary material.

4. Experiments
To assess the effectiveness of the proposed method, we per-
form experimental evaluations on three datasets: Stanford
Large-Scale 3D Indoor Spaces (S3DIS) [1], ScanNetv2 [7],
and ScanObjectNN [42]. We begin by presenting our setup
and comparing our results to the state of the art on these
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Table 1. Semantic segmentation results on S3DIS Area 5 evaluated
under mIoU (%), mAcc (%), and OA (%) metrics.

Method mIoU mAcc OA
KPConv [41] 67.1 72.8 -
PTv1 [54] 70.4 76.5 90.8
SPoTr [30] 70.8 76.4 90.7
PointNeXt [33] 70.5 76.8 90.6
PointMixer [5] 71.4 77.4 -
PTv2 [49] 71.6 77.9 91.1
StratTrans [15] 72.0 78.1 91.5
PointVector [8] 72.3 78.1 91.0
PointMetaBase [22] 72.3 - 91.3

KPConvX-L (ours) 73.5 78.7 91.7

datasets. Next, we conduct several ablation studies to con-
firm the effectiveness of our contributions.

4.1. Semantic Segmentation

Data and metrics. S3DIS [1] is a challenging benchmark
that consists of 6 large-scale indoor areas, with a total of 271
rooms spread across three different buildings. The points
are densely sampled on the mesh surfaces and annotated
with 13 semantic categories. Scannetv2 [7], on the other
hand, is relatively larger and includes 1,201 indoor RGB-
D scenes for training, 312 scenes for validation, and 100
scenes for testing. Semantic labels in 20 categories are an-
notated.

We adopt the standard experimental setup [32, 39, 41,
54], using the fifth area as our test set for S3DIS and fol-
lowing the official train/evaluation split for ScanNetv2. The
standard metric for these datasets is the mean class-wise
intersection-over-union (mIoU). Additionally, we may also
present the mean of class-wise accuracy (mAcc) and the
overall point-wise accuracy (OA) for S3DIS.
Experimental setup. For both datasets, during training, we
randomly select a point from a random room as the center

Table 2. Semantic segmentation results on ScanNetv2 validation
set evaluated under mIoU (%) and number of parameters.

Method params mIoU

KPConv [41] 15.0M 69.2
PTv1 [54] 7.8M 70.6
FastPtTrans [29] 37.9M 72.1
MinkUNet [6] 37.9M 72.2
LargeKernel [4] 40.2M 73.2
BPNet [12] - 73.9
StratTrans [15] 18.8M 74.3
EQ-Net [51] - 75.3
PTv2 [49] 11.3M 75.4
OctFormer [43] 39.0M 75.7

KPConvX (ours) 13.5M 76.3

of a sphere. We then sample all the points within a radius
of 2.5m to create an input point cloud. Our 5-channel input
feature includes a constant one feature, RGB values, and the
z-coordinate of the points (before augmentation) for S3DIS.
For ScanNetv2, we add 3 values for the normals. Following
the approach in [41], we stack these variable-length point
clouds to create stacked batches. We use a target batch size
of 4 and accumulate 6 forward passes before propagating
the gradient backward. This effectively gives us a batch size
of 24, while keeping the memory consumption of a batch
size of 4.

We subsample the input point clouds using a voxel size
of 0.04m for S3DIS and 0.02m for ScanNetv2. Similar to
recent methods, we do not use spheres on the test set. In-
stead, we evaluate our networks on the entire rooms. More
details on the training parameters and augmentations can be
found in the supplementary material.

In contrast to [33], we advocate for the use of voting
when evaluating network predictions. We argue that if all
the votes come from the same network with fixed weights,
it cannot be considered an ensemble method. Moreover,

Figure 6. Visualization of Semantic segmentation results on in rooms of S3DIS Area 5.
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when a network is trained with data augmentation, its re-
sults may vary depending on how it encounters the test data.
For instance, as shown in [15], the results can unexpectedly
be high when using a certain room orientation. By utilizing
voting, we reduce the variance in the results and provide
smoother predictions.
Results. We compare our best network performance
to state-of-the-art results using different versions of the
dataset. The results are summarized in Tab. 2. Our
KPConvX-L model achieves the highest mIoU score in both
cases, outperforming the current state of the art by +1.2
mIoU on S3DIS and by +0.6 mIoU on Scannet. We also
provide qualitative results of point cloud semantic segmen-
tation in Fig. 6.

4.2. Shape Classification

Data and metrics. ScanObjectNN is a recent classification
benchmark that includes approximately 15,000 real scanned
objects and 2,902 unique object instances [42]. Due to oc-
clusions and noise, it is considered more challenging than
other 3D shape classification benchmarks. Following the
standard protocol [33, 52], we utilize the hardest variant of
the dataset, PB_T50_RS. The performances are evaluated
without pre-training using the mean of class-wise accuracy
(mAcc) and overall point-wise accuracy (OA).
Experimental setup. We adopt the same point resampling
strategy as [33, 52]: during training, we randomly sample
1,024 points for each shape, while during testing, points are
uniformly sampled. Although the input points are not sub-
sampled with a grid, we still need to choose a fake initial
grid size (0.02cm) to scale our convolution radius and de-
fine the next layer grids. Our batch size is set to 32 point
clouds, with an accumulation of 2 forward passes, resulting
in an effective batch size of 64. Similarly, we employ voting
during testing due to the aforementioned reasons.
Results. Tab. 3 displays our network performances com-
pared to other competing methods. We present both the av-
erage and best scores from ten runs. Our top-performing
network, KPConvX-L, outperforms PointVector [8] by a
significant margin (1.1% mAcc and OA on average). It is
important to note that we did not compare against methods
that employ a pre-training strategy.

4.3. Ablation: From KPConv to KPConvX

In this experiment, we applied a complete series of changes
to transform KPConv into KPConvX. We conducted the ex-
periment on S3DIS dataset under controlled settings, us-
ing the same training parameters and data augmentation as
in our other experiments. This is why our version of KP-
Conv achieved a slightly better score than the original pa-
per. In the previous experiments, we provided the results of
our best model and plan to share these best weights. How-
ever, in all the following ablation studies, for each version,

Table 3. Shape classification on ScanObjectNN without pre-
training. We report our average and best scores after retraining
the networks ten times.

OA mAcc

Method mean±std best mean±std best

PointNet [31] - 68.2 - 63.4
PointNet++ [32] - 77.9 - 75.4
DGCNN [45] - 78.1 - 73.6
PointCNN [20] - 78.5 - 75.1
Simpleview [9] - 80.5 - -
PointBERT [52] - 83.1 - -
Point-MAE [28] - 85.2 - -
PointMLP [26] 85.4± 0.3 - 83.9± 0.5 -
PointStack [46] 86.9± 0.3 87.2 85.8± 0.3 86.2
PointNeXt [33] 87.7± 0.4 88.2 85.8± 0.6 86.6
PointVector [8] 87.8± 0.4 88.6 86.2± 0.5 86.8
SPoTr [30] - 88.6 - 86.8

KPNeXt-S (ours) 88.3± 0.4 89.0 86.7± 0.5 87.4
KPNeXt-L (ours) 88.9± 0.3 89.3 87.3± 0.5 88.1

we trained and tested 10 identical models and got an aver-
age score. This is more reliable to provide fair comparison
studies. Tab. 4 shows the average and standard deviation
of the 10 test mIoUs on S3DIS Area5, in addition to the
best mIoU obtained. For each version, we also provide the
number of million parameters, the network throughput (TP)
in instances per second (ins/s), and the GPU memory con-
sumption in GB during inference. This allows a better un-
derstanding of the impact of each change. For comparison
purposes, the throughput and GPU consumption are mea-
sured using the same parameters as [33]: batches of 16 in-
put point clouds, each containing 15, 000 points, were fed to
the network. Each model was trained and tested on a single
Nvidia Tesla V100 32GB GPU.

First, we transform KPConv into a depthwise operation,
reduce the radius, reduce the number of neighbors to fixed
values, and add one kernel shell ([1, 14] to [1, 14, 28]). This
results in a +0.5 mIoU improvement.

Next, we add more layers from KP-FCNN [2, 2, 2, 2, 2]
to our large architecture [3, 3, 9, 12, 3]. We also reduce the

Table 4. Ablation study from KPConv to KPConvX. Best mIoU
is highlighted in bold and mIoUs within 1% of the best one are
underlined.

mIoU (10 tries) TP GPU params

Method mean±std ins/s GB M

KPConv (our impl) 68.5± 0.2 35.4 12.7 14.1
+ depthwise 68.0± 0.3 38.3 7.1 7.3
↘ radius & neighbors 68.2± 0.3 51.4 4.9 7.3
+ shell (1 14 28) 69.0± 0.6 41.8 11.2 7.4
+ new architecture 70.9± 0.7 36.6 10.1 10.1
+ inv-blocks 72.2± 0.4 41.3 8.1 7.8
+ nearest influence 72.3± 0.4 46.5 5.2 7.8
+ shareKP (KPConvD-L) 72.2± 0.7 64.1 4.6 7.8
+ attention (KPConvX-L) 72.4± 0.9 47.7 6.8 13.5
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Table 5. Ablation study of the architectures. Best mIoU is
highlighted in bold and mIoUs within 1% of the best one are
underlined.

mIoU (10-try avg) TP GPU params

Architecture mean±std ins/s GB M

KPConvX-L 72.4± 0.9 47.7 6.8 13.5
KPConvX-S 71.1± 0.5 62.3 6.8 8.5
KPConvD-L 72.2± 0.7 64.1 4.6 7.8
KPConvD-S 70.2± 0.8 75.7 4.6 5.0

channel scaling to
√
2 and add decoder layers and Drop-

Path. With these changes, the mIoU improves by 1.9%,
while maintaining similar GPU memory consumption and
throughput. To finish the architecture changes, we use in-
verted bottleneck blocks for an additional 1.9% mIoU gain.

We then demonstrate the effectiveness of our nearest
influence design, which is 13% faster (TP↗) and 56%
lighter (GPU↘). Additionally, our kernel-point-sharing
strategy makes the model 38% faster (TP↗) and 13%
lighter (GPU↘) without impacting the results.

At this point, we have our KPConvD-L architecture,
which improves performances of the original KPConv by
+3.7 mIoU on average, runs 80% faster, and uses only
20% GPU memory compared to the original KPConv.

Finally, we add our attention mechanism to create the
KPConvX-L architecture. Compared to the original KP-
Conv, it improves performances by +3.9 mIoU on average,
runs 35% faster, and uses only half GPU memory.

4.4. Other Ablation Studies

In the previous ablation study, we demonstrated the im-
provements brought by our contributions. In this section,
we provide more insight into our method by studying the
effect of some parameter changes.

First, we compare our different architectures on S3DIS
Area 5. From Tab. 5, we observe that our best network
is KPConvX-L. However, it also has the highest computa-
tional cost. Using KPConvD-L is a good option for more ef-
ficiency, this model being 35% faster, while only sacrificing
0.2% mIoU on average. Overall, our throughput is highly
competitive and comparable to PointNeXt-XL [33], which
presented a throughput of 46 ins/s, similar to KPConvX-L
in the same setup, even though their performances are only
70.5 mIoU on average on S3DIS Area 5.

Next, we assess the impact of the number of groups in
KPConvX on the performance of KPConvX-L. As shown
in Tab. 6, when there are fewer groups, the network has a
greater number of parameters to learn. Conversely, with
more groups, the modulations become less effective. We
observe that the network performs really well with 8 groups,
which is the value we use in the rest of the paper. This value
provides a balance between enhancing descriptive power
and avoiding an excessive parameter burden.

Table 6. Ablation study of the KPConvX groups. Best mIoU
is highlighted in bold and mIoUs within 1% of the best one are
underlined.

mIoU (10-try avg) TP GPU params

Number of groups mean±std ins/s GB M

G = 1 72.5± 0.3 32.1 9.3 47.0
G = 4 72.5± 0.4 48.2 7.2 18.3
G = 8* 72.4± 0.6 47.7 6.8 13.5
G = 16 72.1± 0.5 56.8 6.7 11.1
G = C 72.2± 0.3 70.2 5.4 8.9

Our goal is to help the reader gain a deeper understand-
ing of the mechanisms that contribute to the performance
and efficiency of our models. We thus provide more abla-
tion and parameter studies in the supplementary material,
including the convolution radius and the number of kernel
points and shells.

5. Conclusion

We present KPConvX, an efficient feature extractor for
point clouds that combines depthwise convolution and self-
attention. Additionally, we introduce KPConvX-L, a new
deep architecture for semantic segmentation and shape clas-
sification. KPConvX-L is trained using the latest strategies
and achieves state-of-the-art performance on several bench-
marks for 3D semantic segmentation and 3D shape classifi-
cation.

Limitations and future work. Deep learning architec-
tures utilize local feature extractors to generate new infor-
mation from local neighborhoods. However, the topologi-
cal or geometric nature of these local feature extractors is
often understudied. Transformers and some 3D graph ar-
chitectures have a topological nature, as they are based on
neighbor-feature relationships. Without incorporating MLP
geometric encodings, they would overlook the geometry of
the point clouds. On the other hand, structured convolutions
like KPConv or voxel networks are inherently geometric en-
codings, merging features solely based on their locations,
without considering neighbor features. With KPConvX, we
introduced attention into a geometric operator, in contrast
to recent point transformers that incorporated geometric en-
codings into a topological operator. Nevertheless, in both
cases, the feature extraction operators still generate new in-
formation, either topologically or geometrically. It is im-
portant to conduct thorough studies to understand how the
topological or geometric nature of local feature extractors
impacts the learning process, and whether these two ideas
can be combined in a single architecture to separate topo-
logical and geometric features.
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