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Abstract

Partial-label learning (PLL) is an important weakly su-
pervised learning problem, which allows each training ex-
ample to have a candidate label set instead of a single
ground-truth label. Identification-based methods have been
widely explored to tackle label ambiguity issues in PLL,
which regard the true label as a latent variable to be iden-
tified. However, identifying the true labels accurately and
completely remains challenging, causing noise in pseudo
labels during model training. In this paper, we propose a
new method called CroSel, which leverages historical pre-
dictions from the model to identify true labels for most train-
ing examples. First, we introduce a cross selection strat-
egy, which enables two deep models to select true labels
of partially labeled data for each other. Besides, we pro-
pose a novel consistency regularization term called co-mix
to avoid sample waste and tiny noise caused by false se-
lection. In this way, CroSel can pick out the true labels of
most examples with high precision. Extensive experiments
demonstrate the superiority of CroSel, which consistently
outperforms previous state-of-the-art methods on bench-
mark datasets. Additionally, our method achieves over 90%
accuracy and quantity for selecting true labels on CIFAR-
type datasets under various settings.

1. Introduction

The past few years have seen an increased interest in deep
learning due to its outstanding performance in various ap-
plication domains, including image processing [3], auto-
matic driving [38], and medical diagnosis [23]. The suc-
cess of deep learning heavily relies on a massive amount
of fully labeled data. However, it is challenging to ob-
tain a large-scale dataset with completely accurate anno-
tations in the real world. To address this challenge, many
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researchers have explored a promising weakly supervised
learning problem called partial-label learning (PLL) [5, 7,
12,26,27,29, 35, 36, 39, 41], where each training example
to have a set of candidate labels that includes the true label.
This problem arises in many real-world tasks such as auto-
matic image annotation [2] and facial age estimation [22].

As PLL focuses on multi-class classification, there is
only one ground-truth label for each training example, and
other labels in the candidate label set are actually wrong
(false positive) labels, which would have a negative impact
on model training. Therefore, there exists the challenge of
label ambiguity in PLL. To address this challenge, the cur-
rent mainstream solution is to disambiguate the candidate
labels so as to figure out the true label for each training in-
stance [7, 14, 17, 19, 43]. However, most of the existing
disambiguation methods normally leverage simple heuris-
tics to iteratively update the labeling confidences or pseudo
labels [6, 7, 19, 29, 36], which could not achieve convincing
performance in identifying the true label during the training
phase. Generally, if more true labels of training instances
can be identified, we can train a better model. This serves
as our primary motivation for identifying as many true la-
bels as possible for training instances, ultimately resulting
in the creation of a desired model.

In this paper, we propose a method called CroSel (Cross
Selection of Confident Pseudo Labels), which leverages his-
torical prediction from deep neural networks to accurately
identify true labels for most training examples. Our se-
lecting criteria are based on the assumption that if a model
consistently predicts the same label for an input image with
high confidence and low volatility, then that label has a high
probability of being the true label for that example. Using
the cross selection strategy, the true labels of the vast major-
ity of training examples can be accurately identified, with
only negligible noise. Moreover, in order to avoid sam-
ple waste and tiny noise resulting from the selection, we
also propose a co-mix consistency regularization to gener-
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ate trainable targets for all examples. This regulation term

serves as an essential complement to our method, which can

further enhance the scope and accuracy of our selection of

“true” labels. The algorithm details are shown in Section 3.

Our main contribution can be summarized as follows:

* We propose a cross selection strategy to select confident
pseudo labels in the candidate label set based on historical
prediction. Our approach demonstrates a notable combi-
nation of high precision and ratio in selecting “true” la-
bels within candidate label sets.

* We introduce a new consistency regularization term that
can leverage MixUp [46] to enhance the data and generate
trainable targets for all examples, serving as an important
supplement to our method.

e We experimentally show that CroSel achieves state-of-
the-art performance on common benchmark datasets. We
also provide extensive ablation studies to examine the ef-
fect of the different components of CroSel.

2. Related Work

Partial-label learning.  This setting allows each training
example to be annotated with a set of candidate labels for
which the ground truth label is guaranteed to be included.
However, label ambiguity can pose a significant challenge
in PLL. Early methods use an averaging strategy, which
tends to treat each candidate label equally. [5, 47] But such
methods are easily affected by negative labels in the candi-
date label set, thus forming wrong classification boundaries.
Afterwards, identification-based methods [14, 17, 43] have
received more attention from the community, which regard
the ground-truth label as a latent variable, and will maintain
a confidence score for each candidate label. For instance,
Yu et al. [43] introduced the maximum margin constraint
to PLL, trying to optimize the margin between the model
outputs from candidate labels and other negative labels.

Recently, partial-label learning has been combined with
deep networks, leading to significant improvements in per-
formance. Feng et al. [7] assumed that partial labels come
from a uniform generation model and provided a mathemat-
ical formulation, which is adopted by most of the algorithms
proposed later [11, 29, 35, 40]. Based on this, they also
propose an algorithm for classification consistency and risk
consistency. PRODEN [19] assumes the true label should
be the one with the smallest loss among the candidate la-
bels, and improves the classification risk algorithm accord-
ingly. Wen et al. [35] proposed a risk-consistent leveraged
weighted loss with label-specific candidate label sampling.
PiCO [29] innovatively introduces contrastive learning [21]
to the field and provides a solid theoretical analysis based
on the EM (Expectation-Maximum) algorithm. POP [40]
updates the model and purifies each candidate label set pro-
gressively in every epoch and eventually approximates the
Bayes optimal classifier with mild assumptions.

Sample selection.  Sample selection is a popular tech-
nique in deep learning, especially for learning with noisy
labels [4, 18, 25, 32, 33, 37, 42, 48]. Then an obvious idea
is to separate the clean samples and noisy samples in the
mixed dataset. To address this issue, many existing works
adopt the small loss criterion [10, 13, 31], which assumes
that clean samples tend to have a smaller loss than noisy
samples during training. MentorNet [13] is a representative
work that makes the teacher model pick up clean samples
for the student model. Co-teaching [10] constructs a double
branches network to select clean samples for each branch,
which is different from the teacher-student approach since
none of the models supervise the other but rather help
each other out. This idea was improved by some research
later [30, 44]. Curriculum learning is also applied to this
field [9], which considers clean labeled data as an easy task,
while noisily labeled data as a harder task. Guo et al. [8]
splitted data into subgroups according to their complexities,
in order to optimize the training objectives in the early stage
of course learning. OpenMatch [28] trains n OVA classi-
fiers to select the in-distribution samples under the open set
setting. Generative models such as Beta Mixture Model [1]
and Gaussian Mixture Model [16] are also used to fit loss
functions to distinguish clean labels from noisy labels. Re-
cently, the fluctuation magnitude of the output [34, 45] and
normalized entropy [1 1] are also considered as an important
credential to judge whether the label is clean.

3. Our Proposed Method

In this section, we provide a detailed explanation of how
our algorithm works. Our method is composed of two main
components: a cross selection strategy that utilizes two
models to select confident pseudo labels for each other, and
a consistency regularization term that is applied across dif-
ferent data augmentation versions. The latter part not only
addresses the issue of label waste resulting from the selec-
tion process but also enhances the quantity and accuracy of
selections. The pseudo-code for our algorithm is presented
in Algorithm 1.

3.1. Problem Setting

Suppose the feature space is X € R? with d dimensions and
the label space is ) = {1,2,...,k} with k classes. We are
given a dataset D = {(x;, S;)}?, with n examples, where
the instance x; € X and corresponding candidate label set
S; C Y. Same as previous studies, we assume that the true
label y; € Y of each input x; is concealed in S;.

Our aim is to train a multi-class classifier f : R — Y
that minimizes the classification risk on the given dataset.
For our classifier f, we use f(x) to represent the out-
put of classifier f on given input . And we use § =
argmax, ¢y f, () to denote the prediction of our classifier,
where f, () is the y-th coordinate of f(x).

19480



\ Update with FIFO Update

1 1
1 ' ]
Memory Bank 1 !
___________________________ i
‘ i ! |Memory Bank 1 2 i
A I —— o |
Sample: ! , 1 '
p fsd QSRR ORRRR N ,
i Cross | Lo 0
e — 1! Selection !
Dog: 02 02 041 0.1 ®
Cat: 04 07 04 07 ,
Fish: 02 01 05 0.2 ! o
1
2
= == = 1+ |Memory Bank 2 DL —
Epoch: & i—-1 i—2 i—t+1 : e : )

Figure 1. The left side of the figure is a brief example of our memory bank(MB) that stores the softmax output of the model for the last
t epochs, which is updated by the FIFO (First In First Out) principle; the middle is the cross selection strategy: within each epoch, data
subsets Dse With confident pseudo-labels are selected from the MB of each network, which produce loss function £ to the training process
for the other network; the right side illustrates our co-mix regularization term and the corresponding loss function Le; .

Algorithm 1 Pseudo-code of CroSel

Input: Training dataset D = {(x;,S;)}?_,, consistency regularization parameter A.., sharpen parameter T, confidence
threshold , memory bank MB™), MB(®), network ©(1), 6, epoch E, iteration 1.

Procedure:

MB®M, MB®, 01, 0 = WarmUp(MBY), MB®, 01, 0@ D). //

fore =1to E do
Select labeled dataset D!, through MBW.

sel
Select labeled dataset D2 through MB®. /"
fork =1,2 do
fori=1toIdo

Fetch a labeled batch B; from the opposite selected dataset D2F

Fetch a batch B; from the training dataset D.

Eq. 4)

CC algorithm

sel *

Calculate the loss L among the two batches Bi and B; through Eq. (13).

Update the weight of ©(*) by optimizer.
end for

Update the memory bank MB®) through the FIFO principle.

end for
end for

3.2. Selection Strategy

In the current partial-label learning task, the large number
of candidate labels can confuse the classifier, making it dif-
ficult for the classifier to capture specific features belonging
to a certain label. Therefore, our goal is to identify the most
likely true label among the candidate labels and eliminate
the interference of other negative labels during model train-
ing. By selecting these “true” labels, we can train the data
with a supervised learning approach.

Warm up. Before selecting, we warm up the network us-
ing the entire training set. The goal of this stage is to re-
duce the classification risk of the input x to the whole can-
didate label set S, and obtain some historical information
that can be used for selection. Therefore, here we use CC

algorithm [7] to warm up models for 10 epochs. At the same
time, we will update the value of memory bank MB.
Selecting criteria. We have three criteria for selecting the
confident pseudo labels from the candidate label set. De-
pending on the setup of our problem, the true label of each
example must be in its candidate label set. This is our first
criterion. In addition, we believe that an example’s pre-
dicted label is likely to be the true label if the model predicts
it with high confidence and low fluctuation. To determine
the latter, we maintain a memory bank MB to store histori-
cal prediction of this neural network.

The size of the memory bank is ¢ x n x k, where ¢ denotes
the length of time it stores, n is the length of dataset, and k
is the number of categories in the classification. In other
words, MB stores the output after softmax of the model in
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the last ¢ epochs. MB is structured as a queue, with each el-
ement being a k-dimensional vector q representing the out-
put of an example in a particular epoch. We update M B with
the FIFO principle. These selection criteria can be summa-
rized as follows:

1 = I(argmax(q') € S), (1)

Bo = H(argmax(qi) = argmax(q“’l)), 2)
1 t .

By = H(E Z:Zl max(q') > ), 3)

where 7y is the confidence threshold of selection, I(-) is the
indicator function. (37 lets our selected label be in the can-
didate label set. (s limits that the label we picked has not
flipped in the past ¢ epochs, which is a volatility consider-
ation, and (3 ensures that the label we selected has a high
confidence level. The final selected dataset is Dge:

Dset = (s, argmax(q;))|(B; A By A B3) = 1, @; € D),

“)
Selected label loss.  After selecting the high-confidence
examples, we obtain a dynamically updated data subset
D.el = (X,Y). Each tuple of the subset has an instance
x and a selected label §§ = argmax(q®). In this configu-
ration, we can use the basic cross-entropy loss to deal with
this part of the samples:

1 A~
b= @ZmeDselﬁ(jE(f(wW)a ), )

where Lcog(+, ) denotes the softmax cross entropy loss, @y,
denotes the weak augmented version of .

Cross selection. However, In the process of selecting la-
bels, it is difficult to guarantee that the selected labels are
100% accurate. In order to maximize the accuracy of se-
lection, we propose a cross selection framework based on
the idea of ensemble learning. Specifically, we train two
identical models ©") and ©() through the same training
and label selection process. By forming different decision
boundaries, the two models can adaptively correct most of
the errors even if there is noise in the selected confident
pseudo labels.

To maximize the accuracy of the selected labels, we em-
ploy a cross-supervised training process. This involves us-
ing the selected dataset D, from MB™) to train ©(*), and
vice versa, using the selected dataset D2, from MB® to
train ©(1). By doing so, the two models can learn from
each other and further improve their ability to select true la-
bels. In the test process, we will average the output of the
two models to get the final prediction:

/@) = 5 @) + ), ©

where f’(x) denotes the final output of our method in the
test process, f!(x) denotes the output of O, f2(z) de-
notes the output of ().

3.3. Co-mix Consistency Regulation

Motivation. = When dealing with complex partial-label
learning tasks, our label selection strategy may not accu-
rately select the true labels for all examples. If we only
use the selected examples with their corresponding labels,
it will result in a significant amount of wasted data, which
contradicts our goal of utilizing as many examples as pos-
sible. Therefore, we aim to provide a trainable target for
the remaining examples that are not selected. However,
our setting differs from traditional semi-supervised learn-
ing as the proportion of unlabeled examples is relatively
small. So it is unreasonable to directly transfer the existing
semi-supervised learning tools to unlabeled data like other
weakly supervised learning methods.

Motivated by this, we hope to propose a regulariza-

tion term that can serve as an important supplement to
our method and help us select examples. We proposed
the co-mix regularization term, which employs two widely
used data augmentation methods: weak augmentation and
strong augmentation, to generate pseudo-labels as training
targets for consistency regularization. We further employ
MixUp [46] to further enhance the data. It is worth men-
tioning that the term “pseudo labels” in this part specifi-
cally refers to the soft labels generated from different data
augmentation versions, rather than the confident hard labels
selected during the selection process.
Pseudo label generating. Consistency loss is a simple
but effective idea in weakly supervised learning, whose key
point is to reduce the gap between the output of two per-
turbed examples after passing through the model. As dis-
cussed in the previous section, we used two widely used
data augmentations: ‘weak’ and ‘strong’, and crossed them
to generate pseudo labels. Specifically, as stated in Figure 1,
the pseudo label corresponding to weak augmented exam-
ple is generated by strong augmented example, while the
pseudo label corresponding to strong augmented example
is generated by weak augmented example.

To generate these pseudo labels, we fix the parame-
ters of the neural network, and pass the augmented images
through the model to get the logits output. Then we perform
two operations on the logits, sharpening and normalization.
For sharpening operation, we use a hyper-parameter 7°, the
more T’ goes to zero, the more logits tend to become a one-
hot distribution. These two operations can be summarized
by the following formula.

cp(@T) g
p; = | 2ies exp(fi(®)T) @)
0, i¢S,

Sl

where p, denotes the i-th coordinate of pseudo label.
MixUp.  After generating the pseudo labels of each ex-
ample, we end up with two datasets that can be trained:
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(Xw, Ps) and (X, Py). The subscripts w and s indicate
the type of data augmentation used, i.e., weak or strong.
Then, We spliced the two datasets together to further en-
hance the data with MixUp [46]. For a pair of two examples
with their corresponding pseudo labels (x1,p,), (2, D),
we compute (2, p’) by the following formula:

A ~ Beta(a, a), 8)
N = max(\,1 - \), )
' =Nxp + (1= Nz, (10)
p' = Np; + (1= XN)p,, (11)

After MixUp, we finally obtain 2n trainable example pair
(z’,p’). Then we can use the typical cross-entropy loss on
every example, the consistency regulation loss will be:

1 2n

T onLi=1

£cr ‘CCE(f(w;)mp;)v (12)
where Lcg(+, ) denotes the softmax cross entropy loss, 7
denotes the length of a dataset.

3.4. Algorithm overview

Overall loss. In the formal training phase, our loss func-
tion will be composed of two parts, the supervised loss £,
in the selected label set Dge) and the consistency regulariza-
tion item loss L,. The two will be dynamically combined
into the final loss function by a hyperparameter:

Lan = L1+ Mg * Ler, (13)

where )\q is a dynamically changing parameter, £, and L,
can be calculated by Eq. (5) and Eq. (12), respectively. The
use of MixUp can cause significant changes to the original
feature space, making it necessary to adjust the weight of
the regularization term in the loss function as the number of
selected samples increases. To achieve this, we proposed a
gradually decreasing Aq with the increase of selected sam-
ples. We can control the magnitude of Ay with a set hy-
perparameter A... The updated rules of A4 are as follows:

Ad = (1 —75) * Aer, (14)

where rg denotes the percentage of labeled data that we
picked out, A, is a hyperparameter that collaboratively ad-
justs the ratio of two loss items.

4. Experiments
4.1. Experimental Setup

Datasets. We used three widely used benchmarks in this
field: SVHN [20], CIFAR-10 [15] and CIFAR-100 [15].
The way we generate partial labels is by flipping the neg-
ative labels 7 # y of the example with a set probability
q = P(y € S|y # y). With the increase of ¢, the noise

of the dataset increases gradually. Following PiCO [29],
we consider ¢ = {0.01,0.05,0.1} for CIFAR-100 and
g = {0.1,0.3,0.5} for other datasets.

Compared methods. We choose six well-performed

partial-label learning algorithms to compare:

* PoP [40], an algorithm that updates the learning model
and purifies each candidate label set progressively in ev-
ery epoch.

* CRDPLL [36], an algorithm that takes non-candidate la-
bels as supervision information and proposes a new con-
sistency loss term between augmented images.

e PiCO [29], a theoretical solid framework that combines
contrastive learning and prototype-based label disam-
biguation algorithm.

* LWS [35], an algorithm that wants to balance the risk er-
ror between the candidate label set and the non-candidate
label set.

* PRODEN [19], a self-training algorithm that dynamically
updates the confidence of candidate labels.

e CC [7], an algorithm that wants to minimize the classifi-
cation error of the whole candidate label sets.

Implementations.  Our implementation is based on Py-

Torch [24]. We use WRN-34-10 (short for Wide-ResNet-

34-10) as the backbone model with a weight decay of

0.0001 on all the datasets for all compared methods. We

present the mean and standard deviation in each case based

on three independent runs with different random seeds.

More detailed hyper-parameter setting can be found in Sup-

plementary Materials.

4.2. Main Empirical Results

As shown in Table 1, our methods achieve state-of-the-art
results on all the settings except CIFAR-10 with ¢ = 0.1.
Notably, on the complex dataset CIFAR-100, our method
significantly improves performance.

However, a counter-intuitive phenomenon appears in our
experiment, that is, the performance of our method does not
necessarily decline strictly with the increase of noise mag-
nitude ¢; on the contrary, it may perform best in the case of
moderate noise. We believe the possible reason for this phe-
nomenon is that: On the one hand, when generating pseudo
labels, we normalize them according to Eq. (7). That is
to say, as the number of candidate labels increases, the in-
gredients involved in MixUp will also increase, leading to
better-enhanced data interpolation. On the other hand, the
increase of candidate labels also represents the increase of
noise, which can have a negative impact on the algorithm’s
performance. Therefore, CroSel performs well in cases of
intermediate noise, representing an optimal solution found
in such a trade-off problem.

Table 2 presents the selection ratio and accuracy of
CroSel in selecting the true labels for the subdataset Dge;. It
is evident that, CroSel can accurately select the true labels
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Table 1. Accuracy (mean+std) comparisons on benchmark datasets.

Dataset | ¢ |  Ours PoP CRDPLL PiCO PRODEN LWS cc
01 | 97.314.04%  97.17+.01%  97.41+.06%  96.10£.06%  95.66+.08%  91.20+.07%  90.73+.10%
CIFAR-10 | 0.3 | 97.50+.05% 97.08+£01%  97.38+.04%  9574+.10%  9521+.07%  89.20+.09%  88.04+.06%
05 | 97.34+.05%  96.66+.03%  96.76+.05%  95.32+.12%  94.55+.13%  80.23+.21%  81.01+.38%
01 | 97.71+.05%  97.55+.06%  97.63+.06%  96.58+.04%  96.20+.07%  96.42+.09%  96.99+.17%
SVHN 03 | 97.96+.05%  97.50+.03%  97.65+.07%  96.32+£.09%  96.11+.05%  96.15+.08%  96.67+.20%
05 | 97.86+.06% 9731+.01%  97.70+£.05%  9578+.05%  95.97+.03%  95.79+.05%  95.83+.23%
0.01 | 84.24+.09%  83.03+.04%  8295+.10%  74.89+.11%  72.244.12%  62.03+21%  66.91+.24%
CIFAR-100 | 0.05 | 83.92+.24%  82.79+.02%  82.38+.09%  73.26+.09%  70.03+.18%  57.10+.17%  64.51+£37%
0.10 | 84.07+.16%  82.39+.04%  82.15£20%  70.03+£.10%  69.82+.11%  52.60+.54%  61.50+.36%

Table 2. Selection ratio and selection accuracy (mean=std) on
benchmark datasets. S-ratio represents the selection ratio and S-
acc represents selection accuracy in Dse.

Datasets | Setting | Index | Performance
o1 Sratio | 99.09+.07%

=" S-acc 99.79+.05%

CIFAR-10 o3 S-ratio | 98.10+.10%
=" S-acc 99.55+.03%

s Scratio | 96.25+.12%

=" S-acc 99.444.06%

ol Sratio | 97.25+.14%

=" S-acc 99.844.06%

SVHN o3 S-ratio | 76.424.21%
=" S-acc 99.774.06%

s Sratio | 73.21+.15%

=" S-acc 99.34-+.02%

— 001 S-ratio 96.58+.13%

=" S-acc 99.714.06%

CIFAR-100 o5 | Smatio | 9545:+£21%
=" S-acc 98.29+.15%

g | SwTato | 9361.12%

=" S-acc 97.93+.11%

of most examples in the dataset under various noise condi-
tions. Notably, for CIFAR-10 and CIFAR-100, the selection
ratio and accuracy are over 90% both. However, in SVHN,
the selection ratio drops significantly with the increase of
noise. This could be attributed to the fact that digital im-
ages in SVHN have relatively simple shape features, and
MixUp may significantly disturb the feature space.

More challenging experimental settings. We con-
ducted fine-grained settings on CIFAR-100 by limiting the
candidate labels to the super-class of the true label, which
is closer to reality. We set ¢ = 0.5, indicating that half of
the remaining superclass labels for each example may be
converted into candidate labels. Our method still exhibits
superior performance in this scenario. The results can be
found in Table 3.

Table 3. Results on CIFAR-100 in fine-grained settings.

Method ‘ Accuracy ‘ Method ‘ Accuracy
PoP 82.04% CRDPLL 81.53%
PiCO 73.38% PRODEN 71.16%
LWS 54.08% cC 64.91%

Crosel (ours) ‘ 83.34%

4.3. Ablation Studies

In this section, our primary objective is to demonstrate
the collective effectiveness of all components within our
method. Subsequently, we will delve into illustrating the
consequences of either the absence or adjustment of certain
components on the results.
All the components matter. Our algorithm comprises sev-
eral components, including a selection strategy with three
selection criteria and a regularization term. We conducted
comprehensive ablation studies on CIFAR-100 with ¢ =
0.1 to further prove that every component of our algorithm
matters. The results are shown in Table 4. Notably, the ab-
sence of any component leads to a significant performance
decline. The Co-mix regularization term serves as a train-
ing target for the examples that are not selected which can
improve the selection accuracy, selection number, and final
test accuracy when utilizing the same selection criteria.
Compared with using a combination of three criteria,
employing individual selection criteria implies a relaxation
of selection standards. When regularization terms are em-
ployed conventionally, this relaxation inevitably leads to de-
creased accuracy. While it enables the selection of more
samples, it also introduces additional noise that can signif-
icantly misguide the model’s training process. In scenarios
where no regularization terms are utilized, the imposition of
more stringent selection criteria poses challenges in acquir-
ing sufficient data for training. In such cases, relaxing the
selection criteria serves to expand the model’s training data,
thereby enhancing the overall performance of the model and
subsequently improving its test performance.
The influence on the scope of the consistency regulariza-
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Table 4. Results of thorough ablation experiments.

crl  cr2 3 Lo ‘ Acc S-acc S-ratio
v 73.12%  95.15%  90.32%
v v 72.00%  93.51%  85.09%
v v v 70.68%  96.22%  78.65%
v v 77.04%  91.02%  97.27%
v v v 7990%  94.66%  95.51%
v v v v 84.07% 97.93%  93.61%

Table 5. Results for ablation studies on the scope of regularization.

Setting ‘ Scope ‘ Index ‘ Performance
Acc 97.34%
All data S-ratio 96.25 %
S-acc 99.44 %
Acc 90.32%
C;FSRO_;() Unselected data S-ratio 93.27%
' S-acc 95.72%
Acc 81.01%
None S-ratio 90.23%
S-acc 89.72%
Acc 84.07 %
All data S-ratio 93.61%
S-acc 97.93 %
Acc 77.61%
CIqF’:RO' 1100 Unselected data | S-ratio 90.12%
’ S-acc 97.63%
Acc 70.68%
None S-ratio 78.65%
S-acc 96.22%

tion term.  As described in Section 3, our co-mix regular-

ization is designed to avoid sample waste. As such, a natu-
ral idea is to apply the regularization term to the unselected
samples, as in traditional semi-supervised learning. How-
ever, our setting differs from traditional semi-supervised
learning in that our unselected data only constitutes a small
portion of all the data. So we conducted experiments by
trying three cases: no regularization term, using the regu-
larization term only for the unselected dataset, and using
the regularization term for all examples.

The results in Table 5 suggest that with the expansion
of the application scope of co-mix regularization term, the
model’s performance steadily improves, and the number of
selected labeled examples also gradually increases. This
also shows that our co-mix regularization term and selection
strategy can achieve a mutually beneficial effect.

Impact of other parameters on selection criteria.  Ex-
cept for the number of selection rules, the two parameters ¢
and vy in Eq. (2) and Eq. (3) determine the strictness of our
selection criteria. ¢ represents the length of historical pre-
diction stored in M B, while -y represents the select threshold
for the average prediction confidence of the model for the
example prediction in the past ¢t epochs. A larger ¢ and a
higher ~ represent a stricter selection criterion, resulting in

Table 6. Accuracy for ablation study on selection criteria.

Setting ‘ t ‘ Accuracy ‘ ¥ ‘ Accuracy
t=2 97.03% ~v=0.80 96.24%

CIFfl;_;O t=3 97.50% v =0.90 97.50%
=5 t=4 | 9615% | v=095 | 97.38%
t=2 82.74% v =0.80 80.20%

CIFéR(;lloo t=3 84.07% v =0.90 84.07%
=" t=4 83.56% v =0.95 83.56%

a smaller Dg. size but higher precision, which can affect
model training. During the early stages, it may be diffi-
cult to select enough examples under the condition of us-
ing stricter selection criteria. Therefore, in this experiment,
we set the label flipping probability ¢ to 0.3 on CIFAR-10.
However, in the later stages, the impact of selection crite-
ria on the final accuracy rate is not significant if the initial
stage is passed smoothly. Our experiment shows that £ = 3
and v = 0.9 are suitable values that can be applied to most
experimental environments. The experimental results are
presented in Table 6 and Supplementary Materials.
Parameter test on )\.,. In this experiment, we test the pa-
rameter \gq, which weights the contribution of the consis-
tency regularization term to the training loss. As mentioned
in Eq. (14), the parameter \q is directly influenced by the
hyperparameter \... Therefore, we test A, = {1,2,4} on
CIFAR-10 (¢ = 0.5) and CIFAR-100 (¢ = 0.1). At the
same time, we also try to fix the parameter \q, that is, its
value is not related to the selection ratio rg. This setting
we denote by A (fix), we test A, (fix) = {0.5,1,2}. The
results are visualized in Figure 2, and detailed data can be
found in Supplementary Material.

As mentioned in Table 2 above, CroSel achieves a very
high selection ratio. When using a dynamically changing
Ad, the contribution made by the regularization term would
be quite small in the later stages as the learning rate de-
cays. In contrast, with a fixed value of \g4, the regularization
term would still have a significant contribution in the later
stages. Although the accuracy rate on the test set does not
show a significant difference between different parameters,
the selection effect is critical. A too large contribution of the
regularization item will slightly improve the selection ratio
at the cost of a decrease in the selection accuracy, which
goes against the original intention of our algorithm design.
Therefore, we finally decided to use dynamically changing
parameters. In other words, we want the algorithm to return
to a supervised learning setting with minimal noise as much
as possible at the end of the training process.

The influence on double model. As recognized by the
community, dual models tend to achieve better performance
than single models. We are curious about how effective our
selection criteria would be without the adaptive error cor-
rection capability of cross selection. Figure 3 visualizes the
gap in the selection ratio between dual-model and single-
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Figure 2. Parameter analysis of Ac; on CIFAR-10 and CIFAR-100.
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Figure 3. Selection ratio comparison between dual model and sin-
gle model on CIAFR-10 and CIAFR-100.

model training. It shows that our cross selection strategy
can select samples more comprehensively, and on average,
about 10% more training examples can be selected on each
dataset. However, the effectiveness of our algorithm is not
solely due to the dual model. Even when using a single
model with our selection criteria, the accuracy rate on the
test set only decreases by 0.83% and 2.68% on CIFAR-10
and CIFAR-100 respectively. Furthermore, the high preci-
sion of selection is reflected in both settings. Detailed re-
sults can be found in Supplementary Material.

5. Conclusion

This work introduces CroSel, a novel partial-label learning
method that leverages historical prediction to select confi-
dent pseudo labels from candidate label sets. The proposed
method consists of two parts: a cross selection strategy that
enables two models to select “true” labels for each other,
and a consistency regularization term co-mix that avoids
sample waste and tiny noise caused by false selection. Em-
pirically, extensive experiments demonstrate the superiority
of CroSel, which consistently outperforms previous state-
of-the-art methods on multiple benchmark datasets.
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