
Text-Enhanced Data-free Approach for Federated Class-Incremental Learning

Minh-Tuan Tran1, Trung Le1, Xuan-May Le2, Mehrtash Harandi1, Dinh Phung1

1Monash University, 2University of Melbourne
{tuan.tran7,trunglm,mehrtash.harandi,dinh.phung}@monash.edu

xuanmay.le@student.unimelb.edu.au

Abstract

Federated Class-Incremental Learning (FCIL) is an un-
derexplored yet pivotal issue, involving the dynamic addi-
tion of new classes in the context of federated learning.
In this field, Data-Free Knowledge Transfer (DFKT) plays
a crucial role in addressing catastrophic forgetting and
data privacy problems. However, prior approaches lack
the crucial synergy between DFKT and the model training
phases, causing DFKT to encounter difficulties in gener-
ating high-quality data from a non-anchored latent space
of the old task model. In this paper, we introduce LAN-
DER (Label Text Centered Data-Free Knowledge Trans-
fer) to address this issue by utilizing label text embeddings
(LTE) produced by pretrained language models. Specifi-
cally, during the model training phase, our approach treats
LTE as anchor points and constrains the feature embed-
dings of corresponding training samples around them, en-
riching the surrounding area with more meaningful infor-
mation. In the DFKT phase, by using these LTE anchors,
LANDER can synthesize more meaningful samples, thereby
effectively addressing the forgetting problem. Additionally,
instead of tightly constraining embeddings toward the an-
chor, the Bounding Loss is introduced to encourage sam-
ple embeddings to remain flexible within a defined radius.
This approach preserves the natural differences in sample
embeddings and mitigates the embedding overlap caused
by heterogeneous federated settings. Extensive experiments
conducted on CIFAR100, Tiny-ImageNet, and ImageNet
demonstrate that LANDER significantly outperforms previ-
ous methods and achieves state-of-the-art performance in
FCIL. The code is available at https://github.com/
tmtuan1307/lander.

1. Introduction
Federated Learning (FL) is a decentralized and privacy-

preserving technique enabling collaboration among diverse
entities, such as organizations or devices [23, 31, 39, 65]. In
FL, multiple users (clients) train a common (server) model

in coordination with a server without sharing personal data.
FL in has recently gained attention in various fields like
healthcare [58], IoT [42], and autonomous driving [14].
While conventional FL studies assume static data classes
and domains, the reality is that new classes can emerge, and
data domains can change over time [3,7,34,64]. For exam-
ple, [6] reveals shifting customer interests in an online store
with seasons, and [60] discusses the need for healthcare
models to adapt to detect new diseases. Handling continu-
ously emerging data classes through entirely new models is
impractical due to substantial computational resources. Al-
ternatively, transfer learning from pre-existing models may
be considered, but it faces the issue of catastrophic forget-
ting [24, 25], degrading performance on previous classes.

To tackle catastrophic forgetting in FL, recent studies
[9, 12, 36, 60] propose the concept of Federated Contin-
ual Learning (FCL) which incorporate Continual Learn-
ing (CL) principles [3, 11, 54, 64] into Federated Learn-
ing. In that, the most popular setting is Federated Class-
Incremental Learning (FCIL) [5, 12, 60, 63, 66], providing
the flexibility to add new classes at any time.

The key challenges in FCIL are to mitigate catastrophic
forgetting and ensure data privacy. To tackle these chal-
lenges, the common FCIL process unfolds in two main
phases: client/server (model) training and the Data-Free
Knowledge Transfer (DFKT) phase. In this context, un-
like classic knowledge distillation methods [18, 43, 44, 46],
DFKT [16, 33, 53, 59] has emerged as a pivotal technique
since it can transfer the knowledge from the last task model
(as a teacher) to the current model (as a student) to mitigate
the forgetting problem but without accessing raw training
data, thus ensuring privacy. The core idea behind DFKT is
to generate synthetic data with confident predictions from
the teacher. In other words, these synthetic data points re-
side in the high-confidence region of the teacher’s predic-
tions. Subsequently, this synthetic data is utilized to train
the student model, effectively addressing the issue of for-
getting.

However, the utilization of DFKT in previous meth-
ods has frequently resulted in unsatisfactory outcomes
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[5, 63, 66]. This can be attributed to the fact that exist-
ing methods lack anchors shared between the client and
teacher/server models to constrain high-confidence regions
of client and server models, making them more well-
organized and thereby facilitating the generation of syn-
thetic data. Consequently, due to the disorganized and non-
anchored high-confidence regions of the teacher models, to
cover all knowledge from the teacher, previous methods
need to generate a large amount of synthetic data in these
complex regions, including both high/low-quality images,
limiting the effectiveness of DFKT in mitigating catas-
trophic forgetting. For instance, numerous existing cat im-
ages could confidently be classified as belonging to the dog
class by any teacher model, as discussed in [8, 20, 37].

In this paper, we address the problem by introduc-
ing a novel method named LANDER (LAbel text ceNter
Data-free knowledgE transfeR). LANDER leverages the
label-text embedding (LTE) produced by pretrained lan-
guage models to reorganize the latent embedding of train-
ing data, facilitating the synthesis of high-quality samples
in DFKT. Specifically, our method treats the LTEs as the
anchors and optimizes the feature embeddings of training
samples around these LTEs area, ensuring this area contains
more semantically meaningful information. Importantly,
our method queries the LTEs from the language model only
once. This LTEs is stored in memory for subsequent pro-
cessing, and we do not involve the language model in the
training process. During the DFKT phase, LANDER capi-
talizes on these advantages by generating samples in prox-
imity to these LTEs, thereby creating the synthetic data
with more valuable features. This approach mitigates catas-
trophic forgetting, as these more meaningful samples help
the model retain knowledge from previous tasks. LANDER
departs from conventional approaches by using LTE as in-
put to the generator, shifting the source of randomness from
the input level to the layer level, resulting in faster and more
diverse sampling. Furthermore, we introduce the concept
of the Bounding Loss to encourage sample embeddings to
remain flexible within a defined radius, rather than attempt-
ing to make them as close as possible to the LTEs. This
method retains inherent differences in embeddings and al-
leviates overlap arising from heterogeneous federated set-
tings. Our contributions can be summarized as follows:

• We propose LANDER which leverage the power of
pretrained language models in FCIL. It utilizes la-
bel text embeddings as anchors to enhance knowledge
transfer from previous models to the current model.

• We propose preserving natural embedding differences
with the Bounding Loss to address overlap issues in
imbalanced federated settings.

• We enhance data privacy by introducing a learnable
data stats for the data-free generator, eliminating the
need for clients to disclose specific data information.

• Extensive experiments on CIFAR100, Tiny-ImageNet,
and ImageNet show that LANDER outperforms previ-
ous methods, establishing itself as the state-of-the-art
(SOTA) solution for FCIL.

2. Related Work

Data-free Knowledge Transfer. DFKT or data-free knowl-
edge distillation is an approach that enables knowledge
transfer from a teacher model to a student model without
the need for training data. Recent techniques, such as those
introduced in [10, 40], utilize a generative model to synthe-
size images, guiding the teacher’s predictions. The student
and generator undergo joint adversarial training, facilitat-
ing rapid exploration of synthetic distributions. Notably, the
use of a pretrained text encoder in DFKT, as demonstrated
in [53], has achieved SOTA results. DFKT is gaining pop-
ularity in CL [19, 33] and FL [35, 62] due to its ability to
preserve knowledge without relying on memory while ad-
dressing privacy concerns.
Continual Learning. Catastrophic forgetting, a significant
challenge in machine learning [25], occurs when a model’s
performance on previously learned data decreases as it is
trained on new examples. CL [61] addresses this issue by
enabling models to acquire new knowledge while retain-
ing existing knowledge. Strategies include regularization
terms [1, 2, 45], experience replay [4, 50, 51], generative
models [30, 52, 57], and isolating architectural parameters
[13,17,38]. DFKT methods [19,41,59] prove promising for
CL, especially in privacy-sensitive applications. CL encom-
passes various learning scenarios: task-incremental learn-
ing (TIL), domain-incremental learning (DIL), and class-
incremental learning (CIL) [56]. TIL involves separate
tasks, DIL maintains a consistent output space, and CIL
gradually introduces new tasks and classes.
Federated Continual Learning. In real-world scenarios,
local user data constantly evolves due to changing inter-
ests or data loss concerns. Federated continual learning
(FCL) addresses the challenge of updating global models
with evolving user data while retaining previous knowledge.
Key contributions include [60], focusing on TIL with dis-
tinct task IDs, and [36], which employs knowledge distilla-
tion. Additionally, [12] diverges by assuming clients have
sufficient memory for storing and sharing data. Other stud-
ies, like [22, 47, 55], explore FCL in diverse domains.

3. Federated Class-Incremental Learning

In our paper, our primary focus is on Federated Class-
Incremental Learning, which applies class-incremental
learning in a federated setting. FCIL framework comprises
a global server S and multiple clients (C1, · · · , Cm). In that,
each client is trained to address a sequence of distinct and
non-overlapping tasks without sharing their data with one
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Figure 1. LANDER’s motivation centers on using shared LTE as a key constraint for new task features and applying feature distillation
from the previous server to anchor and organize the latent space of the client/server model. Subsequently, generating samples around the
shared anchor LTE facilitates efficient data-free knowledge transfer from the previous to the current task.

another or with the central server to protect their data pri-
vacy. For task t, we denote Dt

k (1 ≤ k ≤ m) as the data set
of task t of the client k, consisting of N t

k pairs of samples

and their labels {(xkt
i ,ykt

i )}N
t
k

i=1. Labels yt
i belong to non-

overlapping subsets of classes Yt
k ⊂ Y , where Y is the set of

all possible classes. To provide clarity, we denote the server
and clients model for task t as St and (Ct

1, · · · , Ct
m), respec-

tively. The primary objective of FCIL is to maintain a global
model performance in previous and current tasks. In our
privacy-conscious scenario, the task sequence is presented
in an undisclosed order, and each client Ct

k can exclusively
access its local data Dt

k for task t during that task’s train-
ing period, with no further access allowed thereafter. Note
that the models are trained in a distributed setting, with each
party having access to only a subset of the classes Yt (i.e.,
non-IID).

FCIL has recently gained significant attention for its
challenging nature and its closer alignment with real-world
scenarios, especially within the context of federated learn-
ing. It’s worth noting that in most FL applications, task
IDs are not readily available, and the preferred approach
is to train a unified model that accommodates all observed
data. Several methods have been proposed recently to ad-
dress this problem. For example, FedCIL [66] suggests
local training of the discriminator and generator to lever-
age generative replay, effectively compensating for the ab-
sence of old data and mitigating forgetting. On the other
hand, MFCL [5] and TARGET [63] introduce a data-free
approach in which the generative model is trained by the
server. This approach reduces client training time and com-
putational requirements while still eliminating the need for
access to their private data.

It is clear that DFKT plays a pivotal role in mitigating the
issue of catastrophic forgetting and ensuring privacy preser-
vation in the majority of current FCIL methods. However,
existing methods including TARGET [63], MFCL [5] and
FedCIL [66] treat DFKT as standalone modules, without in-
tegrating it into the training phases. This isolated approach
hampers their effectiveness in mitigating the model forget-

ting problem.

4. Our Proposed Method: LANDER

4.1. Motivations of LANDER

For data-free FCIL, we follow the framework at [5, 63].
For task t, we firstly perform DFKT over the server model
up to task t − 1 (i.e., St−1) to generate synthetic data
Mt−1. Afterward, the server must engage in communica-
tion with the clients for c rounds, where each round com-
prises two phases: client-side training and server aggrega-
tion. In client-side training, given the client k, its model Ct

k

is trained using the new task data Dt
k and the old task syn-

thetic data Mt−1. In server aggregation, the client models
are then sent to the server side to aggregate the server model
(i.e., St = 1

m

∑m
k=1 Ct

k).
However, this naive mechanism lacks synergy between

the clients and the server to constrain the complexity of
high-confidence regions of the server model St−1 in order
to facilitate DFKT and generate more qualified synthetic old
task images.

To organize the high-confidence regions of the client
models and server model more effectively, we propose im-
posing constraints during the training of the client models.
Specifically, given the client k, (i) for new data in Dt

k, the
feature vectors of (x,y) ∈ Dt

k at the penultimate layer
of the client model Ct

k must center around the LTE of the
class y, and (ii) the feature vectors of old-task synthetic data
(x̂, ŷ) ∈ Mt−1 of the client model Ct

k must distill those of
the server model St−1. This approach aims to organize the
high-confident regions for classes of the client models more
coherently around meaningful LTEs.

Moreover, on the server side, we aggregate the client
models to obtain the server model. Hence, the well-
organized high-confident regions for classes of the client
models are inherited by the server model. Using LTE as
the anchor, this inherited property certainly facilitates the
server model to be data-freely distilled more effectively for
generating more qualified images for old tasks, thereby al-
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Figure 2. General Architecture of LANDER: (a) We utilize the
previous server model (trained on task t−1) to synthesize the data.
(b) Subsequently, we use this data to train the k-th task. We use
the LTE as the anchor to constrain the features in both the client
and generator, enhancing performance.

leviating catastrophic forgetting.
Figure 1 illustrates the motivations of our proposed

LANDER. In particular, the well-organized high-confident
regions for classes of the client models are inherited by the
server model through the aggregation operation, further fa-
cilitating the DFKT phase for generating high-quality im-
ages of the old tasks.

In the next section, we first discuss how to effectively
organize the high-confidence regions of the client/server
model (Section 4.2). Then, we delve into the details of the
two main components of our method: Client-Side Train-
ing (Section 4.3) and Server-Side Data Generation (Section
4.4). The overall architecture of our method is illustrated
in Figure 2, while Algorithm 1 provides a comprehensive
overview of the entire training process for LANDER.

4.2. How to Effectively Organize the High-
confidence Regions?

We consider a typical client model C (i.e., Ck for client
index k) and a new task data D (i.e., Dt

k for some task t and
client index k). Given a new data/label pair (x,y) ∈ D, we
extract the feature fC at the penultimate layer and prediction
yC for x of the client model C (i.e., yC ,fC = C(x)). We
now discuss how to establish constraints on fC to effectively
organize the high-confidence regions of C on D.

In previous works, the model C is trained solely by min-
imizing the cross-entropy loss (CE) between the prediction
yC and the actual label y (ie, CE(yC ,y)). While this ap-
proach places the training data x in the high-confidence re-
gions of C, it does not impose any constraints on the feature
fC of x, leading to unsatisfactory organization and scatter-
ing throughout the regions.

This raises the need for common anchors shared between
the client and server to both constrain the feature f and

Algorithm 1: LANDER
Input: E: local epoches, I: generation rounds, g

generator training steps, T : number of tasks, c:
number of communication rounds, synthetic data
M0 = {}, LTE pool P = {}.

1 foreach each task t = 1, · · · , T do
2 Store all embeddings ey = E(Y t

y) into P;
3 if t ̸= 1 then Mt−1 = DataGeneration(St−1,P) ;
4 for c rounds do
5 foreach each client i = 1, · · · ,m do
6 Ct

k = St;
7 Ct

k = ClientUpdate(Ct
k,St−1, Mt−1,P);

8 St =
∑m

k=1
nk
n
Ct
k;

9 ClientUpdate(Ct
k,St−1, Mt−1,P)

10 for E epoches do
11 foreach batch ((x,y), x̂) ∼ Dt

k ∪Mt−1 do
12 Query ey ∼ P;
13 if t = 1 then
14 Update Ct

k by minimizing Eq. 4

15 else Update Ct
k by minimizing Eq. 6 ;

16 return Ct
k

17 DataGeneration(St−1,P)
18 Initialize G,Q, µ, σ,Mt−1 = {};
19 for I rounds do
20 Initializes noisy layer Z and pseudo label ŷ;
21 Query eŷ ∼ P;
22 for g steps do
23 x̂ = (G(Z(eŷ))− µ)/σ;
24 Update G,Z, µ, σ by minimizing Eq. 16;

25 Mt−1 = Mt−1 ∪ x̂;
26 for batch x̂ ∼ Mt−1 do
27 Update Q by minimizing Eq. 12;

28 return Mt−1

facilitate the generation of synthetic data. To address this
requirement, we propose considering the label-text embed-
ding of y as anchors and optimizing the feature embeddings
of corresponding training samples around them. In the field
of text embedding, a common observation is that text with
similar meanings tends to exhibit closer embedding prox-
imity to one another [28]. Therefore, LTE has the ability
to encapsulate useful interclass information, making it an
ideal choice for this problem.

Inspired by [53], we initially prompt the label
text Yy for y by adding the text "A photo of a
{class name}" where {class name} represents the
label of the class. For example, if the label is "dog" the
prompt will be "A photo of a dog."After that, the
LTE is calculated using the pretrained LM as follows:

ey = E(Yy), ∀y ∈ Y . (1)

Importantly, the embedding ey is generated once and then
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Figure 3. Server latent space when using only CE loss; CE with
MSE Loss; and CE with B Loss to constrain the feature embed-
ding. By using our B Loss, the latent features are organized around
but still remain flexible within a defined radius r of the LTE center,
mitigating the embedding overlap problem.

stored in the LTE pool P , remaining fixed throughout the
entire training process without any further fine-tuning of the
pretrained language model E . So, all that is required here is
the text of the label. Then, we can generate the embedding
of all labels ey globally and send it to the client just once.

To consider the LTE as the anchor, a naive approach is to
minimize the Mean Squared Error (MSE) loss between the
alignment W(·) of the feature fC and the label embedding
ey .

MSE(fC , ey) =
∥∥ey −W(fC)

∥∥2 . (2)

Bounding Loss. However, in our experiments conducted
in Section 5.3, we found that striving to make the feature
fC as close as possible to the LTE ey can exacerbate the
data imbalance problem in federated learning. This issue
arises from the fact that if a client has too few data sam-
ples for a particular class, it becomes easy to make the fea-
tures of these data almost identical to the LTE. This results
in embedding overlap between data from different clients,
causing the embeddings to be too tight and lacking natural
differences for similar classes. To address this problem, we
introduce the concept of Bounding Loss (B Loss) (Eq. 3) to
mitigate imbalance issues within heterogeneous federated
settings. This approach encourages the embeddings of sam-
ples to remain flexible within a defined radius r, rather than
pushing them to be as close as possible to the anchor LTE.
Figure 3 illustrates the comparison of our B Loss and other
methods. Using B Loss, the LTE is intended to be an anchor
point, and each data point should naturally maintain some
distance from it due to their inherent differences. This mit-
igates the overlapping problem and improves performance
in heterogeneous federated settings.

B(fC , ey) = max
(
0,
∥∥ey −W(fC)

∥∥2 − r
)
, (3)

where a linear projector W(·) is created to align feature di-
mensions effectively at a modest cost.

4.3. Client-Side: LT-Centered Training

On the client side of task t, the server sends the synthe-
sized data from the previous task, denoted as Mt−1, and
the previous server model St−1 to a specific client k. Then,

we train the local model Ct
k for task k using both Mt−1 and

their real training data Dt
k simultaneously.

For the new task data, we utilize the CE loss to optimize
the client model with the real training data and establish
constraints on fC using Bounding Loss at Eq. (3) to effec-
tively organize the high-confidence regions of Ct

k on Dt
k.

Lcur = CE(yC ,y) + λltcB(fC , ey) , (4)

where yC ,fC are from Ct
k(x), and (x,y) ∈ Dt

k.
For the synthetic data, we perform the knowledge distil-

lation on Mt−1 to help the model remember the old tasks.

Lpre = KL(ŷC , ŷS) + MSE(f̂C , f̂S) , (5)

where the old synthetic data/label pair (x̂, ŷ) ∈ Mt−1,
ŷC , f̂C are from Ct

k(x̂) and ŷS , f̂S are from St−1(x̂). The
KL (Kullback-Leibler divergence) term is utilized to distill
the logits of the previous model into the current model. Fur-
thermore, we propose using the MSE term to ensure that the
feature embedding of the current model remains consistent
with the previous one. This consistency helps organize the
high-confidence regions of Ct

k.
Combining the above losses, we obtain the loss of the

client Ct
k as follows:

LC = αt
curLcur + αt

preLpre . (6)

Inspired by [19], to address the difficulty of preserving pre-
vious knowledge grows as the ratio of previous classes to
new classes gets larger, the scale factor αt

cur and αt
pre are

adaptively set as follows:

αt
cur =

1 + 1/κ

δ
αcur;α

t
pre = κδαpre , (7)

where κ = log2(
|Yt|
2 + 1), δ =

√
|Y1:t−1|

|Yt| , |Yt| is the num-
ber of classes in task t, αcur and αpre are the base factors.

4.4. Global-Side: LT-Centered Data Generation

Data-free generation, a forefront tool in FCIL, models
global data distribution without compromising client pri-
vacy. Techniques like [12, 39, 63] utilize a pretrained server
model St−1 and random noise z ∼ N (0, I) via a genera-
tor G to craft synthetic images. However, a drawback is the
use of random noise lacking meaningful information, result-
ing in low-quality samples and limitations in addressing the
forgetting problem. Our approach, inspired by [53], lever-
ages meaningful LTE as input to capture valuable interclass
information, generating high-quality images swiftly. We in-
troduce a noisy layer at the layer level, incorporating ran-
dom noise to prevent overreliance on unchanging label in-
formation. Random reinitialization of the noisy layer with
each iteration enhances diversity in synthesized images, ef-
fectively mitigating the risk of overemphasizing label infor-
mation.
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First, we randomly sample the pseudo label ŷ from a
categorical distribution, and then we consider the LTEs of
ŷ query from P (i.e. eŷ ∼ P) as the input for the noisy
layer Z . Subsequently, the output of Z(eŷ) is fed into the
generator G to produce a batch of synthetic images x̂.

x̂ = G(Z(eŷ)) , (8)

where Z is designed as the combination of a BatchNorm
layer and a single Linear layer, follows to [53].
Learnable Data Stats. In DFKT, reusing the training data
stats as the normalization values for synthetic data is a com-
mon technique to generate high-quality images [15, 53, 63].
In these approaches, synthetic data x̂ is normalized using
the mean and standard deviation calculated from the entire
training dataset. However, in a real-world federated set-
ting, computing these stats can be challenging since the data
are decentralized, and providing this information may raise
privacy concerns. To address this issue, we propose using
learnable data stats (LDS) with learnable mean µ and stan-
dard deviation σ, which are then trained together with Z
and G. From that, the synthetic data is generated as follows:

x̂ = (G(Z(eŷ))− µ)/σ . (9)

We also conducted experiments to demonstrate the benefits
of using LDS, as discussed in Section 5.3. Without requir-
ing the client’s data stats, LDS still achieves comparable
performance to the use of training data stats and signifi-
cantly outperforms methods using a random stats or those
without normalization technique.

Further, to effectively perform knowledge transfer, these
synthetic data need to provide three essential properties in-
cluding: Similarity, Stability and Diversity.
Similarity. The synthetic data x̂ needs to be similar to the
real training data. However, due to lack of access to the
client data, we achieve this by minimizing the logits of St−1

and the pseudo label ŷ through the following cross-entropy
(CE) loss.

Loh
G = CE(ŷSt−1 , ŷ) , (10)

where we denote ŷSt−1 as the prediction of St−1 on x̂.
Stability. To enhance the generator’s stability, we use the
common batch normalization regularization [15,59] to align
the mean and variance of features at the batch normalization
layer with their running counterparts.

Lbn
G =

∑
l

(
∥µl(x̂)− µl∥+ ∥σ2

l (x̂)− σ2
l ∥
)
, (11)

where µl(x̂) and σ2
l (x̂) are the mean and variance of the

l-th BatchNorm layer of G, and µl and σ2
l are the mean

and variance of the l-th BatchNorm layer of St−1.
Diversity. To avoid the generation of similar images, LAN-
DER incorporates an additional discriminator (student) net-
work Q. Specifically, for the synthetic images x̂, Q is

trained to minimize the difference between its predictions
and those of the server (teacher) model.

LQ = KL(ŷQ, ŷSt−1) + MSE(f̂Q, f̂St−1) , (12)

where ŷQ, f̂Q are from Q(x̂).
On the other hand, by minimizing the negative KL Loss

in Eq. 14, the generator is designed to produce images that
the student network has not learned before.

Ladv
G = −ωKL(ŷQ, ŷSt−1) , (13)
ω = 1(argmax(ŷSt−1) ̸= argmax(ŷQ)) , (14)

where 1(P ) yields 1 if P is true and 0 if P is false. This
optimization process enables the generation of a diverse set
of images that cover the entire high-confidence space of the
previous server model.

Furthermore, to utilize the capabilities of the anchored
latent space as discussed in Section 4.3, we propose to use
the Bounding Loss (Eq. 3) to ensure that the synthetic im-
ages remain within the LTEs area. This ensures that these
data contain more meaningful and helpful information for
transferring knowledge from the previous server model.

Lltc
G = B(f̂St−1 , eŷ) . (15)

In summary, the final objective for the generator G, noisy
layer Z , learnable mean µ and standard deviation σ is pro-
vided as followed:

LG,Z,µ,σ = Ladv
G + λbnLbn

G + λohLoh
G + λltcLltc

G . (16)

Specifically, we set λbn = 1.0, λoh = 0.5, and λltc = 5 in
all experiments.

5. Experiments
5.1. Experimental Setting

We conduct experiments on CIFAR-100 [26], Tiny-
ImageNet [29], and ImageNet [27] to evaluate our proposed
approach. Following to [5, 52, 63], we partition the dataset
classes into tasks, mimicking class continual learning with
5 and 10 tasks. ResNet18 [21] serves as the backbone for
all experiments.

The evaluation employs traditional CL metrics, includ-
ing average accuracy and a forgetting score [24, 25]. Fol-
lowing to [63], our approach is compared against four base-
line types in FCIL: 1) Finetune, which learns each task on
each client sequentially; 2) FedWeIT [60], a widely used
regularization-based method; 3) FedEWC [25] and FedLwF
[32], the application of common data-free CL techniques in
the federated scenario; 4) TARGET [63], a current SOTA
FCIL method. For details on task configuration, hyper-
parameters, additional results, and visualizations, please re-
fer to the Supplemental Material.
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Table 1. The average accuracy (%) and forgetting values over 3 trials for all learned tasks on CIFAR-100 are presented for different task
numbers (5, 10) under both IID and non-IID settings. NIID(β) indicate the Dirichlet parameter is set to β, ’Acc’ denotes average accuracy,
and ’F’ signifies the forgetting measure [24,25]. The results of Finetune, FedEWC, FedWeIT, FedLwF and TARGET are from [63] and the
best results are highlighted in bold. It’s important to note that we exclude the results of MFCL [5] and Fed-CIL [66] due to their reporting
in a significantly different setting, and their source codes are unavailable.

Acc(↑) F(↓)

Data partition IID NIID (1) NIID (0.5) NIID (0.1) IID NIID (1) NIID (0.5) NIID (0.1)
Tasks T=5 T=10 T=5 T=10 T=5 T=10 T=5 T=10 T=5 T=10 T=5 T=10 T=5 T=10 T=5 T=10
Finetune 16.12 7.83 16.33 8.45 15.49 7.64 - - 78.12 75.89 77.59 74.89 74.95 71.52 - -
FedEWC [25] 16.51 8.01 16.06 8.84 16.86 8.04 - - 71.12 65.06 68.02 62.14 62.40 65.23 - -
FedWeIT [60] 28.45 20.39 28.56 19.68 24.57 15.45 - - 52.12 43.18 49.84 45.82 45.96 48.54 - -
FedLwF [32] 30.61 23.27 30.94 21.16 27.59 17.98 - - 45.32 37.71 42.71 41.03 41.25 45.23 - -
TARGET [63] 36.31 24.76 34.89 22.85 33.33 20.71 28.32 19.25 32.23 35.45 34.48 38.25 39.23 42.23 38.23 45.23
LANDER (Ours) 52.60 40.21 51.78 37.21 48.23 33.35 43.42 29.29 18.03 25.56 18.92 28.92 30.61 32.86 15.20 28.69
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Figure 4. Average accuracy on incremental tasks.

5.2. Main Results

Experiments on CIFAR100. Following [63], we conduct
experiments on 5 and 10 tasks in both IID and non-IID sce-
narios. Table 1 shows the final average accuracy of the
server model and the forgetting measure for each experi-
ment. Notably: 1) LANDER outperforms prior methods
by two digits in both accuracy and forgetting score in all
settings; 2) Increasing tasks and lowering Dirichlet param-
eters substantially reduce accuracy for compared methods;
3) Even in highly skewed settings, LANDER consistently
outperforms others, highlighting its superior performance.
Figure 4 illustrates our model’s superior performance in all
incremental tasks. The graph depicts average accuracy on
current and previous tasks, emphasizing the model’s effec-
tiveness in enabling local clients to learn new classes in a
streaming manner while mitigating forgetting.
Experiments on Large-scale Datasets. To evaluate LAN-
DER’s effectiveness, we conducted additional assessments
on the more challenging Tiny-ImageNet and ImageNet
datasets. For the Tiny-ImageNet dataset (Table 2), we
present final average accuracy and forgetting measures for
all tasks in both IID and non-IID settings with 5 tasks. The
results show our method consistently achieves an approxi-
mately 3% higher average accuracy than FedLwF and TAR-
GET. Additionally, our method exhibits significantly lower
forgetting measures than FedLwF in both settings, high-
lighting its effectiveness in mitigating catastrophic forget-
ting in the presence of extreme data distributions.

For ImageNet (Table 3), as most FCIL methods do not
report results on this dataset, our comparison primarily in-

Table 2. The Average Accuracy (%) and Forgetting for all learned
tasks on Tiny-ImageNet for 5 tasks.

Data partition IID NIID(1) NIID(0.5) NIID(0.1) NIID(0.05)

Acc(↑)
FedLwF [32] 24.32 22.56 21.76 18.78 18.59
TARGET [63] 26.25 24.12 23.95 21.15 20.95
LANDER (Ours) 30.29 28.21 27.98 25.27 25.02

F(↓)
FedLwF [32] 34.57 33.94 37.23 31.43 31.19
TARGET [63] 23.43 25.12 24.58 20.54 20.83
LANDER (Ours) 21.65 23.09 23.03 17.93 18.14

Table 3. The Average Accuracy (%) on ImageNet for 5 tasks.
Method Task 1 Task 2 Task 3 Task 4 Task 5

IID TARGET [63] 77.16 55.32 45.67 36.19 31.83
LANDER (Ours) 77.32 65.42 56.34 48.82 43.24

NIID(1) TARGET [63] 76.78 54.74 42.67 31.19 29.83
LANDER (Ours) 76.91 63.35 54.25 45.35 41.75

volves the current SOTA FCIL method, TARGET [63]. For
a fair comparison, we re-conducted TARGET’s experiments
to align with our settings. The results clearly demonstrate
LANDER outperforms other methods in accuracy, show-
casing its efficacy on a large-scale dataset.

5.3. Ablations Studies

Effectiveness of LT-Centered Generation. In Figure 5a,
we analyze the impact of removing LTE constraints in data-
free generation (woLTG) and the combination of a noisy
layer and LTE as input (woNL) on our methods. The results
indicate that these two components play important roles in
our LANDER.
Effectiveness of Bounding Loss. In Figure 5b, we as-
sess the impact of different radius r in the Bounding Loss
within a heterogeneous setting. The results demonstrate
that: 1) our method achieves the best results with a ra-
dius of r=0.015, which is approximately half of the mini-
mum class-wise L2 distance in CIFAR100; 2) with a higher
Dirichlet parameter, the method without using Bounding
Loss (r=0) exhibits significantly lower accuracy compared
to the one using r=0.015, highlighting the benefits of our
Bounding Loss in addressing the imbalance problem in fed-
erated learning.
Effectiveness of Learnable Data Stats. In Figure 5c, we
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Figure 5. (a) Accuracies in 5 and 10 tasks of our method with
and without LT-centered generation. (b) Incremental Accuracy on
CIFAR-100 for different values of r in Bounding Loss. (c) Accu-
racies for different kinds of data normalization values.

compare the normalization using our LDS with that us-
ing training data stats (TDS) [63, 66], random data stats
(RDS), and without using normalization. The results show:
1) Without normalization or with random data stats, our
work’s performance decreases significantly; 2) Our LDS
performs comparably or slightly better than the TDS for
data normalization, demonstrating its benefits in our work.

5.4. Further Analysis

Comparison with Different Prompting Engineering
Templates. We assess the influence of various prompt-
ing engineering techniques for generating label text.
We introduce three approaches to prompt label text:
P1: "a class of a {class name}", P2: "a
photo of a {class name}", P3: "a photo of
a {class index}". Table 4 highlights that P2 outper-
form the best in the comparison. Furthermore, even when
using only the label index, P3 maintains a performance ad-
vantage over the best baseline. This indicates the applica-
tion of using label indices in datasets with less meaningful
labels, highlighting the practical effectiveness of LANDER.

Table 4. Accuracies of different prompt engineering methods.
IID NIID(0.5)

Text Encoder SOTA P1 P2 P3 SOTA P1 P2 P3
Accuracy 36.31 52.45 52.60 50.12 33.33 48.09 48.23 45.39

Comparison with Different Text Encoder. We eval-
uate our LANDER across three common text encoders:
Doc2Vec [28], SBERT [49], and CLIP [48]. Table 5 re-
veals that LANDER performs well across diverse language
models, leveraging their capacity to capture label-text rela-
tions. When coupled with the label-index prompt engineer-
ing method discussed earlier, our approach adapts effec-
tively to different domains, even without meaningful label-
text. Furthermore, utilizing foundational models like CLIP
enhances our model’s performance marginally, this indicate
the benefit of multimodal models to our works. Finally, we
select CLIP as the text encoder for this paper.

Table 5. Accuracies of our LANDER with different LM.
IID NIID(0.5)

Text Encoder SOTA Doc2Vec SBERT CLIP SOTA Doc2Vec SBERT CLIP
Accuracy 36.31 52.45 52.53 52.60 33.33 48.21 48.18 48.23

Real Training data LANDER’s synthetic data TARGET’s synthetic data

(a) LANDER (b) TARGET

Figure 6. Visualizing t-SNE on synthetic and real data in a ran-
domly chosen class in CIFAR-100. Our LANDER generates data
in latent space that closely resembles real data.

Figure 7. Real data (top) vs synthetic data generated by TARGET
(middle) and our LANDER (bottom) in CIFAR-100. Each column
shows samples from the same class.

Visualization. The t-SNE visualization in Figure 6 illus-
trates synthetic data generated by our LANDER and TAR-
GET. It is evident that, using the anchor LTE, LANDER
generates samples with embeddings more similar to real
data compared to TARGET [63]. This observation under-
scores the reason behind the improvement in our approach.
Visualization on Synthetic Data. Figure 7 compares real
and synthetic data from LANDER and TARGET. Our syn-
thetic samples intentionally differ from specific training ex-
amples, preserving privacy. Unlike TARGET’s meaningless
images, our samples capture essential class knowledge and
effectively represent the entire class. Consequently, the in-
clusion of synthetic samples significantly mitigates the is-
sue of catastrophic forgetting.

6. Conclusion
In this paper, we propose LANDER to mitigate the for-

getting issue in federated learning. Specifically, we treat
LTEs as anchor points of data feature embeddings during
model training, enriching surrounding feature embeddings.
In the DFKT phase, LANDER leverages thse LTE anchors
to synthesize more meaningful samples, effectively ad-
dressing forgetting. Extensive experimental results demon-
strate that our method achieves SOTA performance in FCIL.
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