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Figure 1. Imagine wanting to restore a photo of yourself, only for the resulting image to not be you, but someone else! By utilizing a few
high-quality reference images, we can faithfully restore images with fine-grained details. Best viewed by zooming in.

Abstract

Recent developments in face restoration have achieved
remarkable results in producing high-quality and lifelike
outputs. The stunning results however often fail to be faith-
ful with respect to the identity of the person as the models
lack necessary context. In this paper, we explore the poten-
tial of personalized face restoration with diffusion models.
In our approach a restoration model is personalized using
a few images of the identity, leading to tailored restoration
with respect to the identity while retaining fine-grained de-
tails. By using independent trainable blocks for personal-
ization, the rich prior of a base restoration model can be ex-
ploited to its fullest. To avoid the model relying on parts of
identity left in the conditioning low-quality images, a gener-
ative regularizer is employed. With a learnable parameter,
the model learns to balance between the details generated
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based on the input image and the degree of personaliza-
tion. Moreover, we improve the training pipeline of face
restoration models to enable an alignment-free approach.
We showcase the robust capabilities of our approach in sev-
eral real-world scenarios with multiple identities, demon-
strating our method’s ability to generate fine-grained de-
tails with faithful restoration. In the user study we evalu-
ate the perceptual quality and faithfulness of the generated
details, with our method being voted best 61% of the time
compared to the second best with 25% of the votes.

1. Introduction

Face restoration aims to recover HQ (high-quality) face
images from degraded observations, such as blur, low-
resolution, noise and compression artifacts. In real-world
scenarios, the task is even more challenging, due to more
complex degradations and variations in illumination and
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Figure 2. Results under increasing levels of degradation. a) With
only minor degradation, both base and personalized model are ca-
pable of restoration. b) The base model incorrectly restores fine-
grained details such as the nose and skin texture. c) More identity
details such as eyes and facial hair are lost. d) Base model outputs
a completely different identity, while the personalized model re-
tains details of the identity, even if the semantics are not entirely
correct due to the extreme low-quality input image. Best viewed
by zooming in.

pose.
Restoration of faces is a highly ill-posed problem with

multiple solutions to a given LQ (low-quality) input. Com-
pared to natural images humans are very sensitive to subtle
differences with facial images. Even small variations in the
shape, size or color of eyes, nose, lips, etc., can cause a
shift in the identity of the person, see top and middle row
of Fig. 2. Furthermore, if we are familiar with identity of a
specific person, we are even more prone to spotting subtle
differences. We show an example in Fig. 1. A restoration
model needs to not only output a realistic image, but also
one that is faithful to the identity of the person.

Recent research on face restoration has seen great
progress towards higher visual quality results. Many of the
techniques exploit a generative prior such as GAN [3, 8, 37],
codebooks [13, 22, 45] or diffusion models [38, 40]. Gen-
erative prior methods have been trained under a generative
task prior to being modified to restoration models and as a
result they are capable of outputting realistic face images.
However, often the outputs can be inauthentic as the mod-
els lack crucial context about the identity. To combat this, a
reference prior has been used [23, 24], which uses a HQ ref-
erence image of the same identity, leading in theory to high

fidelity. However, in practice transferring the identity from
a reference image is difficult due to differences in pose, illu-
mination and semantics between the LQ and reference im-
age.

To alleviate the ill-posedness of the restoration problem
we fully exploit the reference images by creating a neural
representation of the identity. We propose PFStorer (Per-
sonalized Face Restorer) to restore LQ face images while
retaining the identity by personalization. Given a few HQ
reference images (e.g. 3-5 selfies from a photo gallery) a
restoration model is fine-tuned to a personalized restora-
tion model. The reference images can have significantly
different illumination, pose, expression and do not have to
be aligned with the LQ image. Our goal is to personal-
ize a restoration model such that it is able to restore person
specific images while producing realistic images and being
faithful to the identity.

As opposed to personalized generative models that per-
sonalize a generative model, we use a base face restoration
model as our foundation. The base model is capable of re-
alistic outputs, however the fidelity may suffer due to the
ill-posedness of the task. Our strategy is to perform person-
alized restoration by fine-tuning a base restoration model
with a few HQ reference images. However, a naive fine-
tuning strategy can destroy the strong existing priors present
in the base restoration model. To avoid catastrophic for-
getting when performing fine-tuning for personalization, an
adapter is used to keep the priors intact. Adapters are train-
able blocks that can be used to adapt the flow of a model.
By freezing the base model and only training the adapter
blocks, existing priors can be preserved. To avoid the rapid
change of intermediate outputs caused by adapters a learn-
able parameter is used. The learnable parameter also con-
trols the amount of injection of personalization for different
layers of the network, leading to more fine-grained control.

During training, we observe an issue where the model
learns to rely too much on the LQ image ignoring the ref-
erence images. This is due to the majority of the training
samples having low degradation, which can preserve iden-
tity information sufficient to restore the face without using
the reference images. To alleviate the issue we design a
generative regularizer, in which no conditional LQ image is
given and the model is forced to generate the identity us-
ing only reference images. This approach encourages the
model to learn a robust neural representation of the identity,
as in generative personalization.

Furthermore, for the base face restoration model we fine-
tune a general purpose restoration model on a face dataset
to improve its restorative capabilities. During training, in-
stead of resizing all images to a specific size and aligning
them, random crops of the face images are used. This has
several benefits: 1) The model has access to higher resolu-
tion patches. 2) The model is more robust to varying poses.
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3) The model is capable of super-resolution through the use
of tiling.

We experiment with our technique using both synthetic
and real-world data. The user study confirms that our
method is able to improve results over previous methods.

2. Related work

Face Restoration Most recent face restoration ap-
proaches include a generative prior, where the model has
been trained in a generative manner prior to training it for
restoration. GFP-GAN [37] uses the generator of Style-
GAN2 [17] that has been trained on facial images to gen-
erate high-quality features. More recently, methods such as
VQFR [13] and CodeFormer [45] have been using discrete
codebooks with vector quantization and adversarial training
[9] to “store” high-quality data. Some latest approaches use
diffusion models [15] for restoration. DifFace [40] trans-
forms the LQ input to the manifold of high-quality images
with an arbitrary restoration model, which is followed by
a forward and backward diffusion, bringing in fine-grained
details. DR2 [38] uses a similar approach of first perform-
ing forward diffusion, after which backward diffusion is
performed with guidance from the matching steps of for-
ward diffusion. Zhao et al. [43] note that around 15% of the
commonly used training data from FFHQ [16] is not nec-
essarily high-quality. To improve the data quality they pro-
pose a two-step training process where after the first step,
the training data is enhanced, using the model trained in
the first step. Concurrent to our work is DiffBFR [28],
which separates identity and texture restoration using cas-
caded diffusion models. Another concurrent work [5], also
emphasizes the ill-posedness of the problem, but goes in
the opposite direction to us, encouraging diversity, instead
of personalization.

Personalization With the seminal work of DreamBooth
[30] personalization of generative models with just a few
images was made possible. DreamBooth can generate novel
scenes of a specific object or a concept. It achieves this by
fine-tuning a text-to-image diffusion model while overwrit-
ing a rare text embedding. Several works have since fol-
lowed [2, 11, 12, 14, 19, 20, 25, 31, 34, 39] that attempt to
improve personalization. Custom-Diffusion [19] only fine-
tunes the attention layers present in the UNet architecture
of StableDiffusion [29], significantly reducing the training
time and model size. Perfusion [11] goes further and only
does rank-1 updates of the attention layers, while lock-
ing the keys of cross-attention layers, significantly reduc-
ing compute and memory. ViCo [14] adds image-attention
adapters to the cross-attention layers to learn cross-attention
between the reference images and predicted image. It also
learns a text embedding and applies a regularization using
the class-token to avoid overfitting, leading to high-quality

results.
On a high-level similar to our approach is RealFill [33],

which personalizes a pre-trained in-painting model to per-
form authentic in- and out-painting. Both MyStyle [26]
and IdentityEncoder [32] first personalize the model and
then transform it to perform tasks such as face in-painting,
super-resolution and semantic editing. Compared to their
approach, we transform a restoration model to a personal-
ized restoration model as opposed to transforming a person-
alized model to a personalized super-resolution model.

Reference-Based Face Restoration Reference-based ap-
proaches use reference images from the same identity in the
restoration process. GFRNet [21] uses a single reference
image and learns a warping between the LQ and reference
image. ASFFNet [23] selects the most similar reference im-
age to reduce misalignment and uses adaptive feature fusion
for the restoration. DMDNet [24] constructs a dictionary of
deep features from important cropped regions (e.g., eyes,
nose, mouth). An alignment module is then used to align
the features of the input and reference images, resulting in
a fusion of the features to the output image. These methods
however struggle when the reference image and LQ input
are not aligned or not similar enough. Compared to these
approaches we learn a neural representation of the identity,
enabling more robust restoration.

3. Method
We design a face restoration method capable of generating
realistic imagery, while still being faithful to the identity of
the person in a given image. We begin by analyzing the situ-
ation formally (Sec. 3.1) and conclude that a personal prior
is required for faithful reconstruction in certain situations.
Next, we present a method (Sec. 3.2) that preserves existing
priors by utilizing adapters for personalized face restora-
tion. To further enhance the results a generative regularizer
is proposed to enable robust fine-grained restoration. We
name this method PFStorer (ours). Beyond personaliza-
tion (Sec. 3.3), we show simple modifications to the train-
ing pipeline of general face restoration methods that enable
super-resolution and an alignment-free approach. We refer
to this improved restoration model without personalization
as the Base Model, which is used as a base for personaliza-
tion. Background for diffusion models and personalization
is given in the supplementary material.

3.1. The Need for a Personal Prior

Restoration of low quality images is naturally an ill-posed
problem. Assume a degradation function D : I × R → I
that takes in a face image I ∈ I and a value of degradation
d ∈ R. A higher degradation value d indicates a higher de-
graded output image. When d approaches infinity the result-
ing image will be close to pure noise and restoring the image

2374



Base Model
Block

A photo of *

Text
Attention

Text
Attention

Image
Attention

Personalization Block

PFStorer
Noise

LQ Image

Point-wise Summation Point-wise MultiplicationRestored Image

Stable
Diffusion

Reference Images

Figure 3. (Left) PFStorer restores an image with a diffusion process conditioned on the LQ and the reference image. Base Model blocks are
visualized in green and Personalization blocks in purple. StableDiffusion [29] is used to extract features F i

Ref from the reference image.
During training the reference image is randomly sampled from a set of reference images for each training iteration. During inference, no
reference images are required as the identity is learned in the personalization blocks as a neural representation. (Right) ith UNet block
containing the Base Model Block [35] and Personalization Block [14]. The Base Model Blocks contain the normal Stable Diffusion blocks
with SFT (spatial feature transformation) [36] blocks from StableSR [35]. After the Base Model block, the intermediate features F i go
to a trainable Personalization Block, which contains cross-attention between the text-embedding and reference image features F i

Ref . A
learnable adapter vector γi balances the contribution between the base model and personalization.

faithfully is no longer possible, id(R(D(I; d))) 6= id(I),
where id is a function that returns the identity of a face
image and R is a restoration model. There exists a value
df < ∞ after which faithful restoration is no longer possi-
ble. However, with additional personal prior pid the restora-
tion can be made faithfully:

id (R(D(I; df ); pid)) = id(I), (1)

as pid is unchanged with any value of degradation d. In
this paper the personal prior pid is learned from a set of
reference images using a diffusion model.

3.2. Personalized Face Restoration

The main idea is to use high-quality images of an individual
in aid when restoring LQ images. We start with a restora-
tion model, which is fine-tuned with a personalization tech-
nique using the reference images. The personalization is
performed for each individual once, after which it can be
used for inference as many times as wanted. In essence,
the model is trained to add personal details, when the base
restoration model is insufficient, due to the ill-posed nature
of the problem. The architecture of the model can be seen
from Fig. 3.

During the personalization fine-tuning, the model takes
as input a synthesized LQ image ILQ and a reference image
IRef sampled from the set of reference images {IkRef}. A
modified diffusion model loss

LDiff = Ez,t,ILQ,IRef ,ε‖ε− εθ(zt, c, ILQ, IRef )‖2, (2)

with the addition of the LQ and reference image, is used.
Here εθ is the diffusion model, zt the latent code at time t,

c the conditioning text embedding and ε the sampled noise
from an Isotropic Gaussian distribution.

Personalization We initially attempt to fine-tune with
prior-preservation regularization [30], but find that it fails
to properly capture the fine-grained identity details as well
as diminishes the results from restoration due to modifying
existing priors. This motives the need for preserving the
priors completely, leaving the priors untouched. Therefore,
we prefer to utilize adapter blocks, which do not modify
the existing priors at all, retaining their rich abilities to re-
store and generate. In order to implement this, we employ
text and image cross-attentions between the learnable text-
embedding [10], reference image features F iRef and inter-
mediate restored image features F i of the layer i , as used
similarly in [14] and shown on Fig. 3 right. The reference
image features F iRef are obtained from a frozen StableDif-
fusion [29], in practice they are fed through part of the Base
Model in same batch as the LQ image. We refer to this as
the Personalization Block (see Fig. 3 right).

Controlled Adaptation The simple addition of the per-
sonalization block however results in distorted outputs.
This is due to the sudden additional data being added to
the intermediate features of the Base Model from the per-
sonalization block. In order to avoid the personalization
block from changing the outputs too much, a learnable vec-
tor γ = 0 can be used to initialize the outputs from the
adapter, as in [4]. To further control the effect of person-
alization we introduce separate γ for each personalization
block applied at different resolution of PFStorer. Mathe-
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Figure 4. 20x Super-resolution of a low-quality image. Super-resolution for images larger than 512 × 512 using a tiling approach from
[35]. Image edited from Vecteezy.com.

matically, each layer’s output can be expressed as:

F̂ i = F i + γi � Personalization-Block(F i, F iref ), (3)

where Personalization-Block is the adapter, consisting of
cross-attentions as shown on right of Fig. 3.

Generative Regularization Compared to personalized
generative models our personalized restoration model has
one additional signal, the low-quality image ILQ. It guides
the general structure of the restoration output and it may
contain some information from the identity depending on
the severity of the degradation. During training, the addi-
tional input can make the task of outputting personalized
restored images easier, but it can also introduce shortcuts
for the model as the model can rely on information from the
additional input. This leaking of identity information from
the input can lead to the model not fully learning a represen-
tation of the identity during training, hence leading to poor
performance on difficult unseen cases, e.g. atmospheric tur-
bulence.

To mitigate the above issue, we propose a generative reg-
ularizer that encourages the model to learn a more robust
identity representation. A regularizing loss

LGen = Ez,t,ILQ,IRef ,ε‖ε− εθ(zt, c,∅, IRef )‖2. (4)

is added to the original training loss, where a null input ∅ is
given as the conditioning LQ image. This forces the model
to fully hallucinate the identity without any help from a con-
ditioning image, encouraging a more robust representation
of the identity. The final loss is then

L = LDiff + λGenLGen + λPersLPers (5)

where λGen controls the weight of the generative term and
λPersLPers regularizes the cross-attention maps for the
learnable text embedding token, which enforces personal-
ization [14] (see the supplementary for LPers). The train-
able parameters θ from εθ consist of the personalization
blocks and their accompanying vectors γi.

3.3. Improving Face Restoration Diffusion Models

To integrate personalization into a restoration model, we
first need a strong base restoration model. We train our
model with the facial dataset FFHQ using the steps de-
scribed below, which is initialized from the pre-trained Sta-
bleSR [35]. We refer to the trained model as Base Model,
as it has not been personalized to any specific person.

Existing Priors Many recent face restoration methods
have used generative priors [37, 45]. We go further, and
start our training on face images with a restoration model
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Input CodeFormer DMDNet DR2 + SPAR Ours Pseudo-GT

Figure 5. Qualitative comparison with state-of-the-art restoration models on real-world images. Images from Wikimedia Commons.

pre-trained on generic natural images, namely StableSR
[35]. As the model is not trained from scratch on a new
task, the training time is decreased and the model is more
robust.

Alignment Free Approach Cropping and alignment is
commonly used in face processing for standardizing input.
However, delicate cropping and alignment using facial land-
marks is prone to errors when face detection models fail.
This is especially true in real world images. To avoid such
approach we train our technique with a combination of ran-
dom crops and resizing, following the training strategy of
[35]. The random crops make the model more robust while
also providing higher resolution inputs as details are not lost
in the resizing operation.

Synthetic Noise Generation In order to generate LQ im-
ages for training, most previous face restoration approaches
have used a simple first-order degradation that may not en-
compass all noises present in real-world images. We use
a second order noise model from [35], ISP model from
[41] and add motion blur and median blur to better simu-
late real-world conditions. As noted in [43], given a high-
quality input, a restoration model should not lose details in
the restoration process. We enforce this by directly feeding
the high-quality input as is with a probability of pHQ, which
is set to a low value of 0.03 in all of our experiments.

4. Experiments

Datasets For evaluation we use Celeb-Ref [24] and real-
world images collected from the internet. Due to the large
computational cost of diffusion models we choose a small
subsection of the original Celeb-Ref. For synthetic data
evaluation that contains the ground truth, we randomly
choose 20 identities with at least 10 images each, for a total
of 342 images. For each identity we reserve 5 images for the

Input CodeFormer DMDNet DR2+SPAR Ours GT

Figure 6. Qualitative comparison with state-of-the-art restoration
models on Celeb-Ref dataset [24] with heavy synthetic degrada-
tion. Best viewed zoomed in.

personalization, leaving a total 242 images for the testing.
We further use two variations, light and heavy degradation
sets, see the supplementary for details. For real-world data
we again randomly choose 20 identities from Celeb-Ref, re-
verse search the identities using LAION-5B-KNN [1] and
collect one image for each identity from online. We focus
on high-quality images, where the subject is far away and/or
out of focus and/or with poor illumination to best simulate
real-world applications.

Baselines CodeFormer [45] is state-of-the-art technique
for face restoration and it uses a codebook. DR2 [38] is
based on a diffusion model and is meant for extreme degra-
dations. For DR2, we use the provided SPAR enhancer
and empirically find the optimal hyperparameters. DMD-
Net [24] is state-of-the-art method for reference-based face
restoration, for which we use the same set of 5 reference
images as for the proposed method.

Evaluation Metrics For quantitative evaluation we use
PSNR, SSIM, LPIPS [42], MUSIQ (KonIQ) [18], LMSE
(Landmark MSE) [44], and ID (cosine similarity with Arc-
Face [7]) as metrics.

Settings For methods that use reference images, 5 images
are randomly sampled. For PFStorer, the personalization
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Input CodeFormer DMDNet DR2 + SPAR Ours GT

Figure 7. Qualitative comparison with state-of-the-art restoration models on Celeb-Ref dataset [24] with light synthetic degradation.

Figure 8. User study results.

fine-tuning is done for 500 iterations, which corresponds to
10 minutes on a single A100. For all of our experiments we
set the same settings, hyperparameters and a single seed.
For detailed experimental settings see the supplementary
material.

4.1. Comparisons

Qualitative To evaluate the effectiveness of the proposed
method we show visual results in Figs. 4 to 7, for real-
world, low-quality images collected from real-world, cor-
rupted with heavy and light degradations. For the real-world
sample we provide a pseudo-GT that can be used to com-
pare with the identity. It can be observed from Fig. 5 that
the baseline methods fail in preserving the identity and pro-
ducing a high-quality image. Despite the difficult case on
first row Fig. 5, where the head pose is atypical, the pro-
posed method is able to restore the image faithfully, thanks
to the learned representation of the identity. Figure 6 shows
examples with heavy synthetic degradation. Even under
heavy degradation the proposed method is able to restore
the image faithfully, while other methods struggle with re-

taining the identity and outputting a realistic image. Under
light degradation in Fig. 7, CodeFormer is able to output a
high-quality image while mostly retaining the identity. Our
method is able to retain even small details such as the wrin-
kles and skin texture.

Quantitative Quantitative results on the heavily degraded
images can be seen from Tab. 1. The pixel-wise metrics
PSNR and SSIM as well as the perceptual metric LPIPS
have relatively similar values across the best performing
methods, with slight differences. Notably, the big differ-
ence is in the ID metric, where the proposed method ob-
tains a similarity of 57.18%, almost 20 percentage points
higher than the next best performing method. This result
showcases the benefit of personalization for retaining iden-
tity features. Another major improvement can be seen in the
LMSE with almost half the error compared to CodeFormer.
This is due to the combination of a strong base model and
personalization. See supplementary for the real-world and
lightly degraded samples.
Table 1. Quantitative results for images with heavy degradation.
Red indicates the best and blue indicates the second best. Ref
indicates whether the model uses reference images

Methods Ref PSNR ↑ SSIM ↑ LPIPS ↓ MUSIQ ↑ LMSE ↓ ID ↑
Input 22.56 0.719 0.615 58.83 80.98 21.85

DMDNet [24] X 22.64 0.684 0.491 47.17 89.26 29.51
DR2 + SPAR [38] 22.17 0.701 0.449 47.36 40.82 30.01
CodeFormer [45] 22.26 0.642 0.422 60.92 33.34 38.33
PFStorer (Ours) X 22.62 0.679 0.414 64.04 18.37 57.18

GT ∞ 1 0 62.37 0 100

User Study As the quantitative metrics are not fully able
to capture the nuances of human preferred perceptual qual-
ity, a user study is conducted. We use all three partitions of
the data. We randomly pick 100 images. To attain statistical
significance we recruit 40 users, following [27]. With two
questions we have a total of 8000 answers from users. We
compare our method to only CodeFormer and DMDNet, as
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Input λGen = 0 λGen = 0.1 λGen = 0.5 λGen = 1

Figure 9. (Top) In the presence of heavy degradation a larger λGen

is able to improve results. (Bottom) With minor degradation, a
larger λGen can deteriorate results.

DR2 often produces low-quality images. We ask users to
choose between the best image in terms of quality and iden-
tity with respect to a reference image.

The results are shown in Fig. 8. Our method obtains the
highest number of votes in both perceived identity and qual-
ity. Our method is especially good in capturing the identity,
gaining 36.6 percentage points over the next best method,
CodeFormer. This result resonates with both the qualitative
results and quantitative metrics.

4.2. Further analysis

Personalization Table 2 demonstrates the improvements
of the proposed method for personalization. Without per-
sonalization, the Base Model with the improved training
mechanism is able to improve over StableSR [35] in all
metrics. However, the results fall behind largely when per-
sonalization is added. Base Model + DreamBooth [30] and
Base Model + ViCo [14] attain similar metrics, however a
drop in the PSNR value even below StableSR [35] and the
increase in LMSE compared to Base Model, signifies how
fine-tuning the whole model can hurt the existing priors.
For a fair comparison Base + ViCo also contains genera-
tive regularization and other proposed training method pro-
posed and only lacks the learnable γ compared to PFStorer.
The γ provides important balance over the personalized and
restored features.
Table 2. Quantitative results for different personalization methods
on the heavy portion. Red indicates the best and blue indicates the
second best

Methods Ref PSNR ↑ SSIM ↑ LPIPS ↓ MUSIQ ↑ LMSE ↓ ID ↑
Input 22.56 0.719 0.615 58.83 80.98 21.85

StableSR [35] 21.68 0.601 0.605 38.55 93.82 22.87
Base Model 22.15 0.661 0.449 64.33 32.83 33.90

Base + DreamBooth [30] X 21.13 0.659 0.487 62.65 37.48 52.72
Base + ViCo [14] X 22.14 0.664 0.423 65.23 20.26 53.92
PFStorer (Ours) X 22.62 0.679 0.414 64.04 18.37 57.18

GT ∞ 1 0 62.37 0 100

Alignment-Free Training and Existing Priors An im-
mediate benefit to our landmark- and alignment-free ap-

proach is that it can be run even when the landmark model
fails, as can be seen from the top row of Fig. 6. Furthermore,
due to the existing priors of the Base Model, the model is
able to restore details from the full head and not only the
face, see the result from CodeFormer from Fig. 5 top.

Generative Regularization Figure 9 showcases results
with different values of the weight λGen of generative reg-
ularization. A larger λGen encourages more hallucination,
which is beneficial for unseen cases, while a smaller λGen
focuses more on the restoration. To balance the effects we
use a default λGen = 0.1 for all of our experiments based
on empirical observations.

4.3. Limitations

We show an example of a limitation in Fig. 10. The output
is faithful to the given reference images, hence if there are
changes in the appearance between references and the in-
put the result may be unwanted. As the model is based on
Stable Diffusion it inherits its limitations of slow sampling
speed and occasional unwanted artifacts and hallucinations
due to the stochasticity. As a possible solution to stochastic-
ity, concurrent work [6] guides the model towards visually
appealing results.

References Input PFStorer GT

Figure 10. The output is as accurate as the given reference images
are.

5. Conclusions

In this work, we introduce the use of personalization for the
task of face restoration, where a restoration model is per-
sonalized using a few images of a person. We postulate that
the problem of face restoration is an ill-posed problem and
requires the use of a personal prior for faithful results. We
propose the use of a personalization adapter that preserves
existing priors of the base restoration model. To enhance the
training generative regularization is designed. We showcase
our method’s abilities through qualitative, quantitative and
a user study.
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