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Figure 1. Sample scenes textured using materials generated with MatFuse. For each of the three scenes we show the materials used
and the final rendering.

Abstract

Creating high-quality materials in computer graphics
is a challenging and time-consuming task, which requires
great expertise. To simplify this process, we introduce
MatFuse, a unified approach that harnesses the gener-
ative power of diffusion models for creation and editing
of 3D materials. Our method integrates multiple sources
of conditioning, including color palettes, sketches, text,
and pictures, enhancing creative possibilities and granting
fine-grained control over material synthesis. Additionally,
MatFuse enables map-level material editing capabilities
through latent manipulation by means of a multi-encoder
compression model which learns a disentangled latent rep-
resentation for each map. We demonstrate the effectiveness
of MatFuse under multiple conditioning settings and ex-
plore the potential of material editing. Finally, we assess
the quality of the generated materials both quantitatively
in terms of CLIP-IQA and FID scores and qualitatively by
conducting a user study.
Source code for training MatFuse and supplemental mate-
rials are publicly available at https://gvecchio.com/
matfuse.

*Both authors contributed equally to this research.

1. Introduction

Materials are central in computer graphics, playing a piv-
otal role in achieving high-quality, realistic digital imagery.
As the computational power of professional and consumer
hardware has increased, high-quality CGI has experienced
a growing demand, fueled by the expanding field of ap-
plication of 3D models, from game engines to architec-
tural and industrial prototyping and simulation [38, 44, 49].
However, the creation of high-quality materials remains a
challenging and time-consuming process, which requires
complex tools and high expertise. Following the promis-
ing results achieved by Generative Adversarial Networks
(GANs) [13] for the generation of natural images, several
works have successfully employed adversarial training to
generate high-quality materials [18, 19, 23, 54]. These ap-
proaches, however, provide a limited degree of control over
material synthesis. Additionally, GANs are generally hard
to train, due to the inherent instability of their adversarial
training, leading to mode collapse and limited variability.

Recently, diffusion models (DMs) have set a new state-
of-the-art in image generation [9, 22, 39], overcoming the
training limitations of GANs. Furthermore, diffusion mod-
els can be easily conditioned during the “denoising” pro-
cess, with global or local conditions, respectively control-
ling the overall appearance of the image (e.g., text prompt),
or specific regions of the output image (e.g., sketches). Re-
cent approaches like Composer [24], propose to combine
multiple sources of conditioning, both global and local, by
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considering an image as the sum of its independent compo-
nents [30]. This approach expands the control space, giving
designers the degree of control required to finely guide the
generation.

We design MatFuse to improve material synthesis us-
ing the generative capabilities of diffusion models and ex-
ploiting the image compositionality approach to combine
multiple conditioning sources in a single model. Following
Rombach et al. [39], the proposed model consists of a VQ-
GAN [11], trained to learn a bidirectional mapping between
the pixel space and the latent space, and a diffusion model,
trained to generate a latent representation of a material start-
ing from noise and one or more optional conditions.

We evaluate the effectiveness of our approach when be-
ing conditioned with both a single or multiple conditions.
We also test our model for material editing through what
we define as volumetric inpainting, by partially or totally
masking, single SVBRDF maps for a given material, and
letting the model reconstruct the missing parts. The results
show the potential of MatFuse in generating a wide range
of diverse and realistic materials, as well as in adapting to
several combinations of conditioning inputs.
In summary, the contributions of this work are:
• We present MatFuse, a unified, multi-conditional method

leveraging the generation capabilities of diffusion models
to tackle the task of high-quality material synthesis as a
set of SVBRDF maps.

• We propose a multi-encoder extension to the auto-
encoder by Rombach et al. [39], using 4 different en-
coders, to learn map-specific latent spaces and add a ren-
dering loss to its training.

• We demonstrate the generation capabilities and flexibility
of MatFuse, through different conditioning mechanisms,
which allow for an unprecedented level of control for ma-
terial generation.

• We show the ability to use MatFuse for material edit-
ing purposes through “volumetric inpainting”, to generate
single portions of input materials or entire maps.

2. Related Work
Controllable material generation. Materials synthesis is
a challenging task in computer graphics [14], with many
recent data-driven approaches focusing on the task of esti-
mating SVBRDF maps from an input image [1, 3, 7, 8, 12,
17, 31, 32, 34, 48, 53].

Controllable generation of materials, in contrast, remains
a relatively underexplored task. Guehl et al. [15] propose
an approach consisting of a procedural structure synthe-
sis step, followed by data-driven color synthesis to propa-
gate existing material properties to the generated structure.
MaterialGAN [18] proposes a generative network based on
StyleGAN2 [28], trained to synthesize realistic SVBRDF
parameter maps. This approach exploits the properties of

the latent space learned by StlyleGAN2 to generate mate-
rial maps that match the appearance of the captured images
when rendered. Hu et al. [23] extend the capabilities of Ma-
terialGAN with the generation of novel materials, by trans-
ferring the micro- and meso-structure of a texture to a set
of input material maps. However, both MaterialGAN [18]
and Hu et al. [23] rely on alterations of pre-existing mate-
rial inputs and lack any generation capabilities. Recently,
Zhou et al. [54] proposed TileGen, a generative model for
SVBRDFs capable of producing tileable materials, option-
ally conditioned through an input structure pattern. How-
ever, its generation capabilities are strongly limited to class-
specific training. He et al. [19] proposed Text2Mat, an ar-
chitecture based on diffusion models for text-to-material
generation. However, controlling the generation of mate-
rials remains a challenging task. To fill this gap, MatFuse
leverages diffusion models to provide full control and flexi-
bility over the generation process by ingesting multiple con-
ditions to guide the diffusion process.
Generative models. Image generation is a long-standing
challenge in computer vision due to the high dimensionality
of images and the difficulty in modeling complex data dis-
tributions. Generative Adversarial Networks (GAN) [13]
enabled the generation of high-quality images [4, 26, 27]
but are characterized by unstable convergence at training
time [2, 16, 35], due to the adversarial training, and are un-
able to fully model complex data distributions [36], often
exhibiting mode collapse behavior.

Recently, Diffusion Models (DMs) [22, 42] have
emerged as an alternative to GANs, achieving state-of-the-
art results in image generation tasks [9], besides showing a
more stable training behavior. However, optimizing these
models tends to be expensive in terms of training times and
computational costs. To address these limitations, Rom-
bach et al. [39] propose to apply the diffusion process to a
smaller, and less computationally demanding, latent space,
perceptually equivalent to the pixel space. This shift to
the latent space reduces computational requirements, with-
out altering generation quality, and enables a whole new
classifier-free conditioning mechanism [21] through cross-
attention between latent image representations and condi-
tioning data. More recently, Composer [24] showed how it
is possible to combine multiple semantically different con-
ditions to control diffusion models.

Building on these advancements, MatFuse a) intro-
duces a multi-encoder VQ-GAN to account for individ-
ual SVBRDF map peculiarities and integrates a rendering
loss [7] to enforce coherence and consistency in the out-
put results; b) extends the LDM conditioning mechanism
to include multiple modalities in a compositional way; c)
enables inpainting both at spatial and map level, by exploit-
ing the multi-encoder approach, providing users fine control
over the generation process.
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Figure 2. Overview of the MatFuse framework: At training time, VQ-GAN encoder E projects data from the pixel space to a more
compact latent embedding z; the diffusion process runs on this latent space; conditioning is carried out through cross-attention for global
conditions (red in figure), and through concatenation with the noise for local conditions (blue in figure); the output maps are finally obtained
by projecting the conditioned reconstructed latent space ẑ back into the pixel space through VQ-GAN decoder D.

3. MatFuse Architecture

Motivated by the lack of a unified model capable of accept-
ing different sources of control for material generation, we
propose MatFuse, a conditional generative model that pro-
duces high-quality pixel-level reflectance properties for ar-
bitrary materials, while simultaneously combining multiple
conditions. To this end, we leverage the compositionality
of images, by deconstructing them into primitives, such as
color palettes, sketches, etc. which can then be combined to
guide the generation [24].

Inspired by the LDM [39] architecture, MatFuse consists
of two main components: 1) a compression network that
projects data from the pixel space X to the latent space Z
and vice-versa, and 2) a diffusion model, which learns the
distribution of the latent feature vectors to enable the gener-
ation of new samples.

The general architecture of MatFuse is shown in Fig. 2.
In the following, we introduce and describe each module of
the proposed framework.

3.1. Latent Diffusion Model

Map Compression. We use a multi-encoder VQ-GAN [11]
to learn a map-specific latent representation. This allows
the model to extract disentangled features from each map,
which will be concatenated in the latent space and combined
by the diffusion model via self-attention. The architecture
is illustrated in Fig. 3.

Given a set of N maps x =
{

M1,M2, . . . ,MN
}

and encoders E =
{
E1, E2, . . . , EN

}
, each map Mi ∈

RH×W×3 is encoded into a latent representation zi =

E i(Mi), where zi ∈ Rh×w×ci , i ∈ {1, . . . , N}, and

CAT

quan�za�on

Figure 3. Overview of the compression model architecture. Re-
flectance maps (diffuse, normal, roughness, and specular) are fed
to the encoders. Features extracted for each map are quantized
and concatenated before being passed to the decoder, which re-
constructs the original maps.

ci is the number of channels of each encoded map.
The N latent representations (one per input map) are
then concatenated along the channel dimension, obtain-
ing z = concat

(
z1, z2, . . . , zN

)
, and then fed into the

decoder D that reconstructs the set of input maps x̂ ={
M̂

1
, M̂

2
, . . . , M̂

N
}

. Here, x̂ = D(z), z ∈ Rh×w×c,
where c is the number of channels of the concatenated maps,
i.e., c =

∑
i c

i. Before decoding the feature vectors, we
regularize the latent space by learning a representative code-
book for each map, which is then used to quantize the latent
vectors zi before concatenation.

Following the work of Rombach et al. [39], we train the
encoder E using a combination of pixel-space L2 loss Lpixel,
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a perceptual LPIPS loss Lperc [51], a patch-based adversar-
ial objective Ladv [10, 11, 25], and a codebook commitment
loss Lcomm [46]. To improve the reconstruction of mate-
rial map details in the latent space, we add a rendering loss
Lrender [7], computed as the MSE between ground-truth ren-
ders and prediction renders, to the VQ-GAN training, en-
forcing coherence and consistency between the individual
maps.
Diffusion Model. After learning a latent space that effi-
ciently encodes information from multiple maps, we train a
diffusion model [22] to estimate the prior distribution of the
latent vectors to synthesize real samples. We follow the ar-
chitecture proposed in Rombach et al. [39], which consists
of a U-Net [40] with self-attention between residual blocks
operating on the latent representation z of the input maps,
rather than on the pixel space.

In particular, the diffusion network ϵθ is trained to esti-
mate at each step the noise added in the forward diffusion
process and subtracts it from the noisy latent to obtain the
denoised data. We optimize the diffusion model with an
Ldiff objective between the estimated noise and the noise
added in the forward diffusion process, as in Ho et al. [22].

Ldiff = Et,z0,ϵ

[
∥ϵt − ϵθ (zt, t)∥2

]
(1)

Here, ϵt is the noise added at the timestep t in the forward
diffusion process, while ϵθ (zt, t) is the noise estimated by
the U-Net model at time t.

The trained model allows for generating new samples by
denoising the noise vector sampled from a normal distribu-
tion into a valid latent space point.

3.2. Conditioning Mechanisms

MatFuse allows for controlling the generation process via
two types of conditioning information: 1) global condition-
ing for a high-level control via text or visual prompts, as
well as color palettes, and; 2) local conditioning, for a fine-
grained localized control, via sketches.
Global conditioning. It enables control over the generation
via high-level prompts, descriptive of the global material
appearance. Conditions are embedded in a one-dimensional
feature vector, which is provided to the diffusion model
through multi-head cross-attention [47] at each denoising
step between the flattened noise tensor z and the condition-
ing vector (i.e., QKV in Fig. 2).

MatFuse can be globally conditioned via text and image
prompts, as well as color palettes. Image and text embed-
dings are computed using a pre-trained CLIP [37] model
as a feature extractor. The color palette embedding is com-
puted by counting color occurrences in an input image, clus-
tering those within a certain CIE76 distance threshold, and
selecting the top 5 most prevalent colors. Finally, these val-
ues are projected into a 1D vector through an MLP, which
is optimized in conjunction with the diffusion model.

Local conditioning. Local conditions are used to achieve
control over the generation structure. These conditions are
first projected into a low-resolution representation to match
the dimensionality of the latent vector z using a small con-
volutional network which is trained jointly with the U-Net.
The resulting embedding is concatenated to the noisy latent
z. We identify sketches as a relevant local condition for
materials, giving control over the represented pattern. We
extract sketches from the material render, under a diffuse
light, using a Canny edge detector [5].
Multimodal fusion. We enable multimodal composable
generation in MatFuse by extending the classifier-free guid-
ance training strategy [21]. This strategy allows not only to
combine different types of conditioning but also to generate
quality output regardless of the number of conditions pro-
vided, thus allowing compositionality. In particular, during
training, we randomly drop each condition with a probabil-
ity of 50% and drop all conditions with a 10% probability.

With conditioning, the training objective becomes

Ldiff = Et,z0,ϵ

[
∥ϵt − ϵθ (zt, t, τ(y))∥2

]
(2)

3.3. Material Editing via Volumetric Inpainting

The use of a multi-encoder architecture, as described in
Sec. 3.1, allows the model to learn a disentangled latent rep-
resentation of each material map, hardly achievable using a
single encoder, by encoding each map separately. This la-
tent representation allows us to manipulate specific parts of
the latent space, knowing which material property they en-
code, thus enabling an unprecedented level of material edit-
ing capabilities. We propose a novel “volumetric inpaint-
ing” 1 approach by jointly masking portions of the noise
tensor in both spatial and channel dimensions. Formally,
given a latent representation z of the material maps, en-
coded through E , we compute the latent tensor at the de-
noising step t as z⊙m+ zt+1⊙ (1−m), with m being the
volumetric binary mask.

By masking portions or channels corresponding to a spe-
cific map, we can force the model to generate only that par-
ticular map. This is particularly useful for incomplete ma-
terials, missing some maps, or where the properties of one
map are not satisfying. In combination with traditional in-
painting, it is possible to generate only specific areas of the
material for all maps or for a reduced set only.

The application of “volumetric inpainting” for material
editing is demonstrated in Sec. 4.6.

4. Experimental results
In this section, we first introduce the datasets employed in
our work: the synthetic dataset by Deschaintre et al. [7],
1The name was chosen to highlight that masking occurs in both the spatial
and channel (encoding material property information) dimensions inde-
pendently.
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and a new procedurally-generated synthetic dataset created
for the task at hand. Then, we evaluate the accuracy of our
approach on two different training setups: 1) with a single
condition, providing examples for each condition individu-
ally, and 2) with multiple conditions combined together. We
compare our approach against TileGen [54] and evaluate its
performance in terms of CLIP-IQA [50] and Fréchet Incep-
tion Distance (FID) [20] to provide a quantitative measure.
We also conduct a user study to evaluate the user preference
when comparing the two methods. In addition, we demon-
strate the material editing capabilities of MatFuse, thus con-
firming the advantage introduced by a multi-encoder ar-
chitecture. Finally, we ablate the proposed architectural
components, in particular the multi-encoder compression
model, and losses to assess their contribution.

4.1. Datasets

We employ the SVBRDF dataset introduced by [7], which
is based on the Allegorithmic Substance Share collection2.
The entire dataset includes about 20,000 blended materials
represented with the diffuse, normal, specular, and rough-
ness maps. We use the training/test splits introduced by De-
schaintre et al. [7].

We extended the dataset with 320 materials collected
from the PolyHaven3 library. As a form of data augmen-
tation for this dataset, we extract crops at different scales
from each material at the 4K resolution. For each material,
we collect 1 full-scale (4K resolution) crop, 4 crops at half-
scale (2K resolution), 16 crops at a quarter of scale (1K res-
olution), 64 crops at one eight of resolution (512), and 256
crops at one-sixteenth of resolution (256). The full dataset
consists of 431 crops for each material and a total number
of 140,508 crops. Each crop is then rescaled to a resolution
of 256×256 pixels.
The combination of the two datasets sums up to about 160K
materials. We render each material under different lighting
conditions using five different environment maps, each ro-
tated four times (0°, 90°, 180°, 270°) to light the material
from different angles. For each material crop, we produce
20 renders, for a total of 3.2 million renders.

4.2. Training Procedure

The compression model is optimized via a combination of
supervised and adversarial training. It is trained with mini-
batch gradient descent, using the Adam [29] optimizer and a
batch size of 4. The learning rate is set to 10−4 and the train-
ing is carried out for 4,000,000 iterations. Ladv is enabled
after 300,000 iterations, when the compression model starts
to learn low-frequency components of maps, thus allow-
ing the compression model to recover the high-frequency
ones. For our encoders we choose a downsampling factor

2https://share.substance3d.com/
3https://polyhaven.com/textures/

of f = 8, giving the best compromise between efficiency
and image quality, as shown in [39].

The diffusion model is trained for 500, 000 iterations
with a batch size of 20 using an AdamW [33] optimizer,
with a learning rate value of 10−4, with a linear learning
rate warm-up starting from 10−6. We used a linear sched-
ule for β and denoise using the DDIM (Denoising Diffusion
Implicit Models) [43] sampling schedule at inference time
with T = 50 steps.

4.3. Generation Results

We evaluate our model under different conditioning set-
tings to understand its capability of combining multiple
sources of information while producing high-quality mate-
rial maps. In particular, we explore single-conditional and
multi-conditional generation. Unconditional samples and
additional conditional generation examples are included in
the supplemental material.

4.3.1 Single-conditional generation

We first assess the generation capabilities of MatFuse when
controlled with a single input condition.
Global conditioning. MatFuse can be globally conditioned
via text prompts, image prompts, and a color palette. Fig. 4
shows that our approach successfully captures the condition
features in the generated materials. It is worth noting that
the use of adjectives like “shiny” in the text prompt alters
the visual appearance accordingly, for example by making
the material less rough (Fig. 4, second row). Similarly, vi-
sual features from image prompts, like the highlight in the
stone tiles, are correctly captured, as it is clearly visible
in the resulting rendering. Finally, colors from the color
palette are accurately reproduced in the diffuse component
of the generated material.
Local conditioning. MatFuse can be locally conditioned
through pattern sketches as demonstrated in Fig. 5. The
model can correctly process hand-drawn, clean, sketches as
well as noisy sketches generated using a Canny edge detec-
tor. The model correctly transfers the structure defined in
the sketch to the produced material by acting on its normal
map, providing it with the desired geometry.

4.3.2 Multi-conditional generation

The main strength of MatFuse resides in the possibility of
combining multiple conditions for a finer generation con-
trol. In particular, combining a local and a global condition
gives control over both the geometry and the visual features
of the material. Fig. 6 shows the materials generated when
combining the sketch with each of the global conditions.
We can see that the model is able to accurately follow the
spatial structure given by the sketch while showing the se-
mantics of the global conditions.
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Condition Diffuse Normal Roughness Specular Render

“terracotta
brick wall”

“shiny
parquet”

Figure 4. Globally conditioned material generation. We evalu-
ate MatFuse when guided with single conditions. First two rows:
text-conditioned map generation; mid two rows: image-prompted
generation, yielding maps with features of the input image; last
two rows: palette-conditioned generation.

Condition Diffuse Normal Roughness Specular Render

Figure 5. Locally conditioned material generation. We pro-
vide sketches to condition MatFuse and produce maps with well-
defined edges. The first two rows present hand-drawn sketches,
while the latter is obtained from a material picture. This shows the
robustness of MatFuse in handling both clean and noisy sketches.

4.4. Quantitative Evaluation

Assessing material generation quality is a challenging task,
due to their inherently different data distribution compared
to natural images. Established metrics such as the Fréchet
Inception Distance (FID) [20] or the Inception Score [41]
rely on the InceptionV3 [45] architecture pre-trained on Im-
ageNet [6], which includes natural images.

Cond. Sketch Diffuse Normal Rough. Specular Render

“rusty
metal”

Figure 6. Multimodal conditioned material generation. First
row: text prompt + sketch. Second row: image prompt + sketch.
Third row: color palette + sketch.

To evaluate our results we employ the CLIP-IQA, re-
cently introduced by Wang et al. [50]. This approach uses
contrastive prompts to determine the appearance of an im-
age. In particular, we evaluated the quality of the generated
materials using the “high-quality/low-quality” contrastive
pair. We believe that this metric is more suitable for the
task at hand due to the much wider range of data used to
train the CLIP model [37].

To this aim, we render 2,000 unconditionally generated
materials at 512×512 resolution, and measure both the
CLIP-IQA and FID on these renders. For reference, we
also compute the CLIP-IQA on the ground truth renders
from our dataset, as well on samples generated by vanilla
LDM [39] and TileGen [54]4. Tab. 1 reports the results of
this analysis. On the CLIP-IQA metric, MatFuse improves
significantly over the baseline model and produces scores
close to the target upper bound, i.e., ground truth samples
from the employed dataset. Notably, MatFuse is almost on
par with TileGen [54], although the latter is trained on a
more restricted set of classes. FID scores confirm a higher
similarity between MatFuse’s samples and ground-truth im-
ages, compared to the baseline. It is interesting to note that,
in this metric, MatFuse significantly outperforms TileGen
too, which is likely due to TileGen’s limited sample diver-
sity, captured by the FID score.

4.5. Qualitative Comparison and User Study

We further evaluated MatFuse performances by conduct-
ing a pairwise comparison study between MatFuse and Ti-
leGen [54]. The study involved 100 MS/PhD students in
computer science who were asked to choose their preferred
materials based on both realism and rendering quality. We
presented them with 25 randomly selected material pairs,
drawn from a larger pool of 100 samples from the “leather”,
“wood”, “marble”, “stone” and “ceramic” classes. These
classes were already available in TileGen and were used for

4As the model has not been publicly released, a batch of samples generated
by TileGen was kindly provided by the authors.
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Model CLIP-IQA (↑) FID (↓)

Ground Truth 0.471 ± 0.191 -

TileGen [54] 0.433 ± 0.161 184.81

LDM (baseline) 0.269 ± 0.118 231.64
MatFuse 0.431 ± 0.151 158.53

Table 1. Performance of MatFuse in terms of CLIP-IQA. The
CLIP-IQA values for the datasets used during the training serve
as our upper bound. We compare the generation quality to Tile-
Gen [54] and a baseline Stable Diffusion model trained to gener-
ate materials unconditionally. The CLIP-IQA metric is computed
using the “high-quality/low-quality” contrastive pair.

conditional generation in MatFuse. Visual samples from the
user study are presented in Figure 7. Our method employs
global conditioning by embedding class names as a condi-
tion for generation.

In our test, MatFuse received a higher number of votes
(MatFuse=1078, TileGen=949, No Pref.=473), and a chi-
square test establishes statistical significance in the user’s
preference for MatFuse over TileGen (χ2 =16.41, p <
0.05). It is important to note that both our method and Ti-
leGen generate results based solely on the specified class,
leading to different appearances. Although MatFuse is not
specifically trained for a semantic class as opposed to Tile-
Gen, it is capable of producing high-quality materials with
fine detail and a realistic appearance.

4.6. Material Editing Results

We demonstrate here the editing capabilities of MatFuse
which are made possible by the use of a multi-encoder ar-
chitecture. In particular, the known structure in the latent
space enables a deeper level of control over the generation
by editing only specific maps or portions thereof through
volumetric inpainting. Fig. 8 shows the application of this
technique to different use cases and its combination with
multimodal conditioning. Volumetric inpainting finds its
most relevant application in generating missing maps for
incomplete materials, as shown in the first and last rows of
Fig. 8. Results show the method’s ability to be coherent
with the provided map structure (e.g., normal map in the
last example) while capturing the semantics of the condi-
tion into the final material.

4.7. Ablation Study

We perform an ablation study to substantiate our architec-
tural design and training strategy choices evaluating the
contribution of the multi-encoder architecture and of the
rendering loss. Qualitative results for the ablation study are
included in the supplemental materials.

Results in Tab. 2 show the performance gain of the multi-
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Figure 7. Comparison to TileGen [54]. We compare MatFuse to
TileGen models trained on three categories (Leather, Wood, Mar-
ble), conditioning our model with the category name. Additional
samples are provided in the supplemental materials.

encoder architecture compared to the baseline. This ap-
proach allows for better capturing map-specific features
and efficiently compressing their information, resulting in
a lower reconstruction distance between input and output.
To further substantiate our claim we explore different code-
book size configurations for the baseline, ranging from
4096 codes to 16384 codes. Besides the lower reconstruc-
tion error, separate map representations give better control
over the latent space and enable advanced material editing
techniques.

We evaluate the contribution of the rendering loss
Lrender [7], when training the VQ-GAN. Our baseline net-
work is trained using the loss proposed in [39]. Results in
Tab. 3 demonstrate that the introduction of the rendering
loss improves the reconstruction quality by enforcing con-
sistency in the rendered material.

5. Limitations and Future Work

The generative capabilities of diffusion models come at the
cost of computational resources. Although MatFuse is not
explicitly limited to a specific resolution, 512×512 genera-
tion takes ∼18 GB of GPU memory, with 768×768 requir-
ing slightly less than ∼24 GB. Such memory consumption
indeed limits the scalability of MatFuse to higher resolu-
tions and, consequently, the representation of fine details,
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Input maps Edited maps
Condition Diffuse Normal Roughness Specular Diffuse Normal Roughness Specular Render

“brick
wall”

Figure 8. Material editing with inpainting. The results show the flexibility of MatFuse by being able to edit materials by inpainting,
while using a condition (when provided) to determine the content of the generated part. The masked areas are highlighted in green, while
fully masked maps are replaced with the ‘–’ symbol. Additional samples are provided in the supplemental materials.

Architecture Diff. Nrm. Rgh. Spec. Rend.

Base (4096) 0.057 0.061 0.114 0.166 0.267
Base (8192) 0.049 0.052 0.098 0.144 0.233
Base (16384) 0.047 0.051 0.102 0.152 0.227
Multi Enc. 0.016 0.024 0.022 0.020 0.041

Table 2. Ablation study of architectural components. Per-
formance is measured in terms of RMSE between predicted and
ground-truth maps. We report the codebook size between brackets
for the “Base” single encoder architecture.

Losses Diff. Nrm. Rgh. Spec. Rend.∑
L from [11] 0.038 0.030 0.047 0.033 0.064

+ Lrender 0.016 0.024 0.022 0.020 0.041

Table 3. Ablation study of the contribution of the rendering
loss when training the VQ-GAN. Performance is measured in
terms of RMSE between predicted and ground-truth maps.

particularly for textures with high-frequency patterns. A
potential solution could leverage a patch-based approach to
alleviate computational burdens and enhance the model’s
applicability to higher resolutions. Moreover, a noted limi-
tation in the current implementation of MatFuse is the lack
of tileability in the generated materials. This restricts the
seamless use of synthesized textures for large surfaces. Ad-
ditionally, it would be possible to use the generative capa-
bilities of MatFuse to perform SVBRDF estimation from
a single image by providing a picture as an additional lo-
cal condition. This could be done in combination with a

more advanced form of local conditioning such as Control-
Net [52].

6. Conclusion
In this paper, we present MatFuse, a learning approach
for the generation of materials in the form of reflectance
maps with diffusion models. The proposed approach specif-
ically leverages the generative capabilities of recent diffu-
sion methods to produce high-quality SVBRDF maps, sup-
porting conditional and unconditional synthesis.

Inspired by the compositionality paradigm, MatFuse
supports extensive multimodal conditioning, thus providing
control over the generation process. In particular, MatFuse
generates novel materials starting from a simple sketch, ma-
terial samples, or textual descriptions, and supports condi-
tioning combinations, e.g., sketch + color palette. Addi-
tionally, MatFuse introduces a novel “volumetric inpaint-
ing” strategy to perform map-level material editing. To do
so, we propose a multi-encoder VQ-VAE, which learns a
disentangled latent representation for each map.

MatFuse can be a promising solution to build upon for
material generation tasks, by extending the conditioning
mechanism to include additional input modalities (e.g., se-
mantic segmentation) and output controls (e.g., enforcing
tileability), as well as exploring methodologies and archi-
tectures to support higher resolution with limited resources.
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