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Figure 1. Samples of materials from the dataset. Our dataset contains 4, 069 high-quality, 4K, tileable materials with permissive licences.
Each material is augmented, rendered and supplemented by metadata containing its origin, tags, categories, method of creation, and more.

Abstract

We introduce MatSynth, a dataset of 4, 000+ CC0 ultra-
high resolution PBR materials. Materials are crucial com-
ponents of virtual relightable assets, defining the interac-
tion of light at the surface of geometries. Given their im-
portance, significant research effort was dedicated to their
representation, creation, and acquisition. However, in the
past 6 years, most research in material acquisition or gen-
eration relied either on the same unique dataset, or on
company-owned huge library of procedural materials. With
this dataset, we propose a significantly larger, more di-
verse, and higher resolution set of materials than previously
publicly available. We carefully discuss the data collec-
tion process and demonstrate the benefits of this dataset
for material acquisition and generation applications. The
complete data further contains metadata with each mate-
rial’s origin, license, category, tags, creation method, and,
when available, descriptions and physical size, as well as
3M+ renderings of the augmented materials, in 1K, un-
der various environment lightings. The MatSynth dataset
is released through the project page at: https://www.
gvecchio.com/matsynth.

1. Introduction

Materials are a key component of the rendering pipeline, de-
scribing the appearance of objects, for example in terms of
colors, shininess or metallicity. The design of high-quality
virtual materials is a complex endeavor, usually requiring
significant artistic expertise [30]. To reproduce existing
objects and surfaces, material acquisition and generation
have been active research fields for decades [14]. More re-
cently, the field turned to Machine Learning to tackle the
ill-posedness of few images (lightweight) material acquisi-
tion [5, 23], and to explore new opportunities in material
generation[18, 50]. Since 2018, most of the field has re-
lied on a single dataset [5] or, when possible, on company-
owned large material libraries [1, 28, 44, 50]. As company
owned libraries are typically orders of magnitude bigger
than what is publicly available, they enable very high qual-
ity results and experiments with higher resolutions. These
materials are, however, not available to the community, un-
derlining the need for larger, more diverse, public datasets
to enable further research. Such material data are also par-
ticularly useful for synthetic data generation, for example,
for object acquisition [8, 24], material-based selection [38],
and numerous applications further from material under-
standing and authoring [34, 40, 42].
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To bridge the gap between private and public datasets,
we present MatSynth, a dataset of 4, 069 tileable materi-
als, available in 4K. Alongside the material properties them-
selves, we render 3, 417, 960 renderings with various scales
cropping, rotation, and environment illuminations to facili-
tate future learning. The materials all come with permissive
licences and were sourced from various libraries [2, 4, 32,
37, 41] and checked for duplication among newly gathered
data and against previous datasets [5]. We further ensure
that all materials are represented by the same set of param-
eters and that they are tileable. In particular, each mate-
rial is represented by 7 textures/maps: Base color, Diffuse,
Normal, Height, Roughness, Metallic and Specular, ensur-
ing compatibility with both Diffuse/Specular (e.g. [5]) and
Base Color/Metallic (e.g. [28]) workflows. Some materi-
als in our dataset also have an opacity map to handle, for
example, surfaces with holes. Finally, we process the previ-
ously available dataset to enrich it with metallic, base color,
and height properties, facilitating their combinations for a
total of ∼ 6, 000 materials available for research, with clear
licenses attached.

To validate the benefit of these additional data, we train
recent methods with publicly available implementation and
evaluate both qualitatively and quantitatively the results
quality for different single image material capture meth-
ods [5, 43] and material generation [45], showing that the
additional data enables higher quality acquisition and im-
proved diversity in the generation results.

In summary, we gather a new material dataset with the
following properties and evaluate its impact on material re-
lated tasks:
• 4, 069 unique 4K PBR materials with permissive licences.
• 683, 592 augmented materials with rotations and crops
• 3, 417, 960 renderings of the augmented materials under

various illumination.
• Associated metadata.

2. Related Work
We describe the main existing material dataset and re-
lated work leveraging it. We also discuss material acqui-
sition/generation approaches using company-owned data or
unsupervised learning.

2.1. Existing dataset

The only large-scale, publicly available, spatially-varying
material dataset contains 1628 distinct, pre-augmentation
materials [5] with a research-only license. 512x512 [6] and
2K [7] versions of the materials were later published. It
is based on random variations from a set of 155 procedu-
ral materials gathered from Allegorithmic Substance Share
in 2017, distributed in 9 categories: paint(6), plastic(5),
leather(13), metal(35), wood(23), fabric(6), stone(25), ce-
ramic tiles(29), ground(13). Other datasets used in the

field contain 100 and 62 measured BRDFs [10, 29], 170
SVBRDFs licensed from VRay[23, 46] or more recently
211 materials from online libraries [17]. Adobe 3D As-
sets [1]’s 11, 000+ procedural assets have been used to un-
lock significant quality improvement in the methods that
could benefit from it for acquisition, generation, retrieval
and captioning [9, 28, 44, 50]. This data is however difficult
to license for Machine Learning, limiting its use to company
internal users. In contrast, we propose a systematic gather-
ing of non-duplicate, tileable, publicly available materials
with permissive licenses from various online libraries, as-
sembling 4, 000+ materials and their metadata, significantly
increasing the variety and amount of ressources available
for material-related research.

2.2. Material acquisition

A typical use of synthetic material data is acquisition
method training. Given one or a few images, these meth-
ods aim at recovering material properties. As the com-
plete acquisition of a material behaviour typically requires
hundreds to thousands of measurements [14], few images
acquisition is a particularly ill-posed problem, which can
strongly benefits from machine learning. In the past few
years many methods were proposed to recover materi-
als from one [5, 16, 17, 23, 28, 43, 44] or a few im-
ages [6, 7, 11, 12, 18], entirely relying on synthetic data
for training. While most of the field relied on synthetic
data, Zhou et al. [49] proposed to use a mix of synthetic
and real data, and Henzler et al. [20] leverage a weakly su-
pervised training combined with test-time fine tuning for
stationary material acquisition. Some of these work use the
large scale Adobe 3D Assets library [1, 28, 44] showing
high quality results, suggesting that access to larger pub-
lic materials datasets will be critical for further progress in
the material acquisition field, for both higher quality, higher
diversity and higher resolution results.

2.3. Material generation

Recent years saw fast quality improvement in generative
tasks [22], inspiring research around material generation. In
generative workflow in particular, data has been a key en-
abler for higher quality and diversity [3, 35]. In the context
of materials, this lead generative research to rely on private
large material libraries [1], making contributions to the field
challenging for academics or companies which do not own
such data. Generative models for materials leveraging su-
pervised GANs were first proposed [18, 51]. More recently,
a few approaches tackled the problem using text and image
conditional diffusion models [44, 45] or tried to simplify the
required data by relying solely on weakly supervised flash
images during the training [52]. Aside from two [45, 52],
all related works discussed in this paragraph were trained
on private data [1]. A concurrent work [19] follows a sim-
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ilar data gathering approach as ours, but do not make their
dataset available to this day, with no plans for it announced.
We believe that our dataset is a siginificant step towards re-
ducing the gap between publicly and privately available ma-
terial datasets, facilitating future research.

An orthogonal research direction, focused on procedu-
ral material generation [15, 21] requires access to complete
procedural materials, which is out of our dataset’s scope.

2.4. Data generation

Aside from the flat material domain, different synthetic
datasets, mostly of interior scenes [26, 36, 38, 53], have
been proposed to enable further research for tasks such
as inverse rendering and intrinsic image decomposition
[25, 54], relighting [13], guided assets retrieval [48] or ma-
terial similarity and selection [31, 38]. More generally,
synthetic data has been an important resources for various
world generation approaches [34, 40, 42], providing ground
truth properties to bootstrap trainings, generalising to real
images. Larger materials datasets availability will signifi-
cantly simplify the creation of variations of existing scene
datasets, increasing the diversity of appearances, for exam-
ple through similar material retrieval or random assignment,
as done recently with private material libraries [31, 38].

3. The Dataset
The MatSynth dataset is designed to support modern
learning-based techniques for a variety of material-related
tasks including, but not limited to, material acquisition, ma-
terial generation, and synthetic data generation, e.g., for re-
trieval or segmentation. It improves on existing available
datasets by providing a large collection (∼ 2.5 times larger
than previously available datasets) of non-duplicate, high-
quality, high-resolution realistic materials alongside useful
metadata. Each material in the dataset is represented by a
set of reflectance maps (basecolor, diffuse, normal, height,
roughness, metallic, and specular), complemented by fine-
grained annotations including the source and link to the as-
set, its license, and original author (when available), tags,
the creation method, whether is stationary or not, a times-
tamp for versioning, a description (when available), and the
material physical size (when available).

In this section, we describe the MatSynth dataset, its
gathering and analyse its content.

3.1. Materials Collection

To gather the MatSynth dataset we extensively collect data
from multiple online sources operating under the CC0 and
CC-BY licensing framework. This collection strategy al-
lows to capture a broad spectrum of materials, from com-
monly used ones to more niche or specialized variants
while guaranteeing that the data can be used for a variety
of usecases. Materials under CC0 license were collected

from AmbientCG [2], CGBookCase [4], PolyHeaven [32],
ShateTexture [37], and TextureCan [41]. The dataset also
includes limited set of materials from the artist Julio Sil-
let, distributed under CC-BY license. We collected over
6000 materials which we meticulously filter to keep only
tileable, 4K materials. This high resolution allows us to
extract many different crops from each sample at different
scale for augmentation. Additionally, we discard blurry or
low-quality materials (by visual inspection). The resulting
dataset consists of 3736 unique materials which we aug-
ment by blending semantically compatible materials (e.g.:
snow over ground). In total, our dataset contains 4069
unique 4K materials. We ensure that these new materials
are not duplicates of those previously available in the exist-
ing material dataset [5].

3.2. Data Annotations

The dataset is composed of material maps (Basecolor, Dif-
fuse, Normal, Height, Roughness, Metallic, Specular and,
when useful, opacity) and associated renderings under vary-
ing environmental illuminations, and multi-scale crops. We
adopt the OpenGL standard for the Normal map (Y-axis
pointing upward). The Height map is given in a 16-bit sin-
gle channel format for higher precision.

In addition to these maps, the dataset includes other an-
notations providing context to each material: the capture
method–whether it is photogrammetry, procedural gener-
ation, or approximation–; list of descriptive tags; source
name (website); source link ; licensing and a timestamps
for eventual future versioning. For a subset of materials,
when the information is available, we also provide the au-
thor name (387), text description (572) and a physical size,
presented as the length of the edge in centimeters (358).

3.3. Data Processing

We carefully evaluate and select the collected data. We first
visually inspect each material, looking for evident defects
in the maps (e.g.: blurred maps, baked in shadows or high-
lights, unrealistic reflectance properties). The remaining
materials have been automatically checked using CLIP [33]
embeddings and contrastive prompts as described in [47].
In particular, we evaluated each rendered material for qual-
ity with the following contrastive pairs: quality (high-
quality/low-quality), sharpness (sharp/blurry), noisiness
(clean/noisy), and realism (natural/synthetic).

We check for materials duplication by cross comparing
the CLIP [33] embeddings of all materials in the dataset,
flagging values close to 1 as possible duplicate. Each dupli-
cate candidate was then manually reviewed for false posi-
tives before being removed.

We ensure that all materials respect the assumed y-axis
pointing upward by differentiating the height map into a
normal map and counting the number vectors with a dis-
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Mat. 1 Mat. 2 Blend Mask

Figure 2. Samples of height based material blends. We show
renderings of both materials being blended, the result of our blend-
ing, and the height-based computed mask.

cordant y component. For materials with a discordant count
above 30%, we manually check the normal map and invert
the y component when necessary. We perform a final visual
inspection of the renders to ensure a correct normal orienta-
tion for all materials in the dataset.

Finally, we automatically compute an estimate of the
correct displacement factor for each material, by optimizing
a displacement factor parameter to match the normal vectors
derived from the scaled height map to the ground truth nor-
mal map. This ensures a good match between the normal
and the displacement scale when rendering. We provide the
correctly scaled height map, as well as the original and the
scaling parameters (scale factor and mid-value compatible
with the Blender “Displacement” node).

3.4. Data Augmentation

Material blending. We further enrich the dataset by blend-
ing semantically compatible materials. First, we define a
set of compatible classes in terms of base layer (the base of
the material) and top layer (the material to be layered on top
of it). Second, we compute a blending mask based on the
combination of the two height maps. To do so, we randomly
sample a threshold between the minimum and maximum
values of the base layer material, we shift the top material
height mean to the sampled threshold, and intersect the two
height maps taking the material with the max height value
for each pixel. We finally blur the blending mask with a 9
pixels Gaussian kernel to smooth the transition between the
two materials. Each map of the blended material is com-
puted as M = Mbase × mask + Mtop × (1 − mask).
We include the blending mask for each blended material
in the dataset. Fig 2 shows examples of blended materials,
the original materials and the blending masks. We gener-
ate a total of 332 blends. The full list of class pairs used
for blending, and the number of blends, is provided in the
supplemental material.
Rotation and crops and illumination. The collected 4069

Studio Indoor 1 Indoor 2 Outdoor 1 Outdoor 2

Figure 3. Renderings under various environment maps. We
show four materials (Metal, Leather, Plastic and Pebbles) from the
dataset rendered under the 5 chosen environment maps.

materials are augmented by rotation and cropping. In par-
ticular, we extract 168 unique crops for each material, at
different scales. The crops are extracted in the following
way. The original material is rotated 8 times (0◦, 45◦, 90◦,
135◦, 180◦, 225◦, 270◦, 315◦)–for angles that are not mul-
tiple of 90◦, we first tile the material, apply the rotation, and
finally crop the center of the material at 4K resolution. For
each rotation, we extract 16 non-overlapping crops at 1K
resolution, 4 at 2K resolution, 1 at 4K resolution, for a total
of 21 crops per rotation. All crops are resized to a resolution
of 1024×1024 pixels. Each crop is rendered under different
environment illuminations (2 outdoors, 2 indoors, and 1 stu-
dio light), for a total of 840 renders per material. For each
render, a random rotation is applied to the environment map.
The resulting dataset consists of 683,592 material crops and
3,417,960 renders. Fig. 3 shows the five renderings under
different environment illumination for 4 different materials
from the dataset. We include the 5 environment maps used
for rendering in the supplemental materials.
Rendering. We render each material displacing the mesh
using the available Height map, thus introducing realistic
cast shadows in the rendering. However, to maintain a pixel
match with the maps, required for supervised SVBRDF es-
timation tasks, we opt for an orthographic rendering. This
introduces yet another issue, as specular reflections are lost
on perfectly flat surfaces due to rays being parallel when
rendering with an orthographic camera. To restore specu-
lar reflection while keeping pixel match and cast shadows,
we split the rendering in two separate passes. Similar to the
data used to train ControlMat [44], we first render the dif-
fuse component of the material using an orthographic cam-
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Diffuse Pass Glossy Pass Full Render

Figure 4. Render samples using the two-pass strategy. This
ensures that the maps and the rendering are well aligned, avoiding
parrallax effects, but preserving specular highlights.

era with displacement enabled, we then render the specular
component using a perspective camera, while disabling the
displacement. The two renders are then added back to get
the final render. Fig. 4 shows the output of the two render
passes and the final result. We evaluate each augmentation
in an ablation study in the Supplemental Materials.

3.5. Compatibility with previous datasets

To ensure compatibility and convenient combination be-
tween the previously existing large scale material dataset [5]
and ours, we process it in the same way we did ours. We
first extract the base color and metallic maps from the ex-
isting Diffuse and Specular maps. We extract 5 crops for
each material due to the 2048x2048 resolution of the exist-
ing dataset. As the existing materials are not tileable we
do not apply the rotation augmentation, and directly render
each crops under 5 different lighting. This resulting in an
additional 40, 700 renderings of 8, 140 material crops. We
will provide these materials and renderings alongside our
dataset with clear annotation of origin.

3.6. Dataset Statistics

We report here statistics of our dataset in terms of cate-
gories, tags, creation methodology, stationarity, and number
of asset per source.
Categories. We report the category histogram in Fig. 5,
showing a wide diversity of appearances, and compensat-

ing for some gaps in the distribution of previously available
materials.
Tags. We have 21, 737 tags from 1, 239 unique tags associ-
ated with the materials. For example, the top five most rep-
resented tags are floor(924), dirty(543), man (504), wood
(474), brown (444) and wall(424). Each material has be-
tween 0 (371 assets didn’t have associated tags) and 20 tags
with an average of 5.74, a standard variation of 4.35 and a
median of 5.
Creation methodology. Our assets are created through 4
different approaches: manual approximation (299), pho-
tometry/acquisition (651), procedural generation (2689),
blends (332), unknown (98).
Stationarity. Our dataset contains 3061 stationary and
1008 non-stationary materials. We compute stationarity by
extracting 8 random crop of the basecolor and height map
and comparing the CLIP cross-similarity matrix. If more
than 12.5% of the cross-similarities are below a threshold
(we empirically found 0.9 to work well), the material is not
considered stationary.
Assets per source. We source 1425 materials from Ambi-
entCG [2], 278 materials from CGBookCase [4], 387 mate-
rials from PolyHeaven [32], 647 materials from ShateTex-
ture [37], 571 materials from TextureCan [41], and 224 ma-
terials from the artist Julio Sillet. We add 332 blended ma-
terials and 205 variations of materials from AmbientCG [2].

4. Experimental Results
In this section, we first introduce the dataset evaluation
methodology and test set, we then briefly present the differ-
ent methods used for evaluation and their training strategy.
Finally, we show quantitative and qualitative results.

4.1. Test dataset

We build a static test set, with the aim of simplifying the
comparison of future work, by handpicking 5 unique sam-
ples for each category. We further ensure that none of the
chosen samples is a simple variation (e.g.: color or scale) of
other items in the training set to avoid any bias. We merge
this dataset, consisting of 65 materials, with the test set from
Deschaintre et al. [7], for a total of 89 test materials.

4.2. Evaluation Methodology

To evaluate our dataset we propose a performance com-
parison between different state of the art methods when
trained on the on the dataset by Deschaintre et al. [5], and
on MatSynth.

Evaluation is carried on two main materials–related
tasks: estimation and generation. For both tasks, we look at
methods with publicly available implementations. In partic-
ular, we evaluate Deschaintre et al. [5] and SurfaceNet [43]
for materials capture performance, and MatFuse [45] for
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Figure 5. Categories distribution of MatSynth and Deschaintre et al. [5]’s dataset. As there are no duplicates in the two datasets, the
two datasets can be joined to combine their benefits. We show here that our dataset significantly enriches the previously available data,
reducing the inequalities in the category distributions of the previous dataset, in particular for Fabric of Ground categories.

Image Type Deschaintre ([5]) Deschaintre (MatSynth) SurfaceNet ([43]) SurfaceNet (MatSynth)
Renderings 0.172 0.160 0.161 0.135
Diffuse 0.100 0.093 0.119 0.094
Normal (Cos dist) 0.576 0.573 0.600 0.544
Roughness 0.322 0.215 0.221 0.162
Specular 0.119 0.080 0.086 0.057

Table 1. Quantitative results. We report the RMSE↓ between predicted and ground-truth maps and renderings (averaged over renderings
under 5 environment lightings), except for Normal maps for which we report the cosine error↓. We see that the additional data provided by
MatSynth enables higher quality material acquisition both in terms of parameters and renderings comparisons.

material generation. In both cases, we focus on the dif-
fuse/specular rendering workflow for an easier compari-
son with the current state of the art. We additionally pro-
pose an evaluation of SurfaceNet trained using the basec-
olor/metallic workflow in Supplemental material, to set a
new baseline for future work shifting to this workflow.

4.3. Training Strategy

All methods are trained on PC with a single NVIDIA RTX
4090 GPU. Training of Deschaintre et al. [5] and Sur-
faceNet [43] is carried out on a flash-lit version of the
dataset, as these methods are designed for SVBRDF esti-
mation from flash-lit pictures.
Deschaintre et al. (2018) We train the method, using the
author’s publicly available Tensorflow implementation, on a
combination of our dataset and the original one. Following
the original paper, we train the model for 400, 000 steps (72
hours) with a batch size of 8 and a learning rate of 2−5.
SurfaceNet Similarly to the training of Deschaintre et al.
[5], we use the author’s original Pytorch implementation
and the combined dataset. We also follow the original pa-
per and train the model for 400, 000 steps (96 hours) with a
batch size of 8 and a learning rate of 2−5. We include the
adversarial discriminator after 100, 000 steps.
Diffusion Model We evaluate the quality improvement

of generation provided by our dataset on the recent Mat-
Fuse [45]. We evaluate the performance both when fine-
tuning the diffusion model and when training from scratch.
For the first experiment, we use the same multi-encoders
compression model, pre-trained on the Deschaintre et al.
[5]’s dataset, but fine-tune the latent diffusion model itself.
In particular, the diffusion model is fine-tuned for 150,000
iterations with a batch size of 20 and a learning rate of 10−5.
We use a linear learning rate warm-up until step 10,000.
For the second experiment, we train the entire model, on
our dataset. In particular, we train the autoencoder model
for 1.000.000 iterations with a batch size of 4 and a learn-
ing rate of 10−4. We include the adversarial discriminator
after 300, 000 steps. Finally, we train the diffusion model
for 500, 000 iterations with a batch size of 16 using an
AdamW [27] optimizer, with a learning rate value of 10−4,
with a linear learning rate warm-up until step 10,000.
For inference, following the original paper, we denoise us-
ing a DDIM sampling schedule [39] with 50 timesteps.

4.4. SVBRDF Estimation Results

We evaluate the quality improvement using our dataset for
two method: Deschaintre et al. [5] and SurfaceNet[43].

We retrain both of these methods on our dataset and
report the RMSE for each material map (cosine distance
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Image Type Metric Deschaintre ([5]) Deschaintre (MatSynth) SurfaceNet ([43]) SurfaceNet (MatSynth)

Renderings SSIM 0.532 0.560 0.494 0.613
LPIPS 0.560 0.294 0.395 0.281

Table 2. Perceptual quantitative results. We report here the perceptual metrics for the Renderings, rendered under 5 environment lightings
(which can be intepreted as natural images) SSIM↑ and LPIPS↓. Similar to the RMSE evaluation, additional data significantly improves
the rendering matching’s quality.
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Figure 6. Qualitative material acquisition comparison on synthetic data. We compare Deschaintre et al. [5] and SurfaceNet [43] trained
only on Deschaintre et al. [5]’s dataset against the same methods trained on MatSynth (marked with *). We can see that the fine-tuned
versions better match the Ground truth, in particular for SurfaceNet in the Normal and Roughness maps.
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Figure 7. Qualitative material acquisition comparison on real photographs data. We compare Deschaintre et al. [5] and Sur-
faceNet [43] trained only on Deschaintre et al. [5]’s dataset against the same methods trained on MatSynth (marked with *). Here the
fine-tuned versions better match the input picture, in particular for SurfaceNet.
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MatFuse Retrained

MatFuse With Fine-tuning

MatFuse Without Fine-tuning

Figure 8. Comparison on Material Generation. We show ren-
derings of 10 randomly generated materials, both with and with-
out our dataset. These results are directly sampled from the net-
work and have not been filtered. As expected, additional data help
achieve better and more diverse results.

for normals), as well as average RMSE and more percep-
tual metrics (LPIPS and SSIM) between renderings under
5 different environment illumination. We report the re-
sults in Table 1 and Table 2, showing improvement accross
the board, in particular for more challenging maps such as
Roughness and Specularity.

We further show a qualitative comparison on synthetic
data in Figure 6, as well as real real data captured with a
phone camera in Figure 7, demonstrating that the additional
data helps achieve better material capture quality, in partic-
ular for Surface Net [43] which can leverage the new data
best through its discriminator.

4.5. Materials Generation Results

We evaluate material generation using MatFuse [45],
trained on Deschaintre et al. [5]’s dataset only, and com-
paring it against a version fine-tuned with MatSynth and
one fully trained on it. As material maps have different
distributions than natural images, we report FID on ren-

original fine-tuned full training

Wood 36.1% 25.72% 7.5%
Ceramic 1.1% 12.51% 8.5%

Stone 21.5% 14.8% 7.3%
Metal 3.45% 8.4% 6.4%
Fabric 0.33% 7.34% 7.8%

Ground 1.8% 16.2% 6.4%
Others 35.72% 15.03% 56.1%

Table 3. Generated materials class distribution. As expected,
we observe that after fine-tuning the generative model create more
diverse materials. We classify our results using CLIP [33] based
zero-shot classification.

derings under environment lighting. For fairness, we only
use Deschaintre et al. [5]’s dataset to compute the Ground-
Truth distribution and compute the FID for each method us-
ing 1, 000 random samples. Before fine-tuning we find a
FID score (lower is better) of 239.9, 210.3 after fine-tuning,
and 89.84 when training from scratch. We believe the per-
formance difference to be caused by the retraining of the
autoencoder using MatSynth, while the other experiments
used the original VQ-VAE from MatFuse, trained on De-
schaintre et al. [5]’s dataset only.

We further evaluate the benefit of the additional data for
diversity and quality. We show in Table 3 the percentage of
samples belonging to different classes, and show a qualita-
tive comparison in Fig. 8. Both evaluations show a wider
diversity of results, and Fig. 8 shows that the generation re-
sults are more realistic after fine-tuning or when training on
MatSynth from scratch.

5. Conclusion
While there still exists a gap between real materials pho-
tographs and rendered synthetic materials, having access to
a large, high-quality, database of materials is crucial to facil-
itate further research around their authoring, understanding,
and use in automatic data generation [42]. With MatSynth,
we take a significant step to improve material data acces-
sibility, with 4, 069 permissively licensed assets, processed
and annotated, alongside millions of augmented renderings.
We demonstrate that this additional data immediately im-
proves existing method’s acquisition quality and generation
diversity. The materials in the dataset are tileable and in 4K
resolution, enabling future research on ultra-high resolution
for materials. This is of particular interest as most material
artists typically work at 4K+ resolutions.

6. Acknowledgments
We thank Renato Sortino for providing additional computa-
tional power to render the dataset and run trainings.

22116



References
[1] Adobe. Substance 3D Assets. https://substance3d.

adobe.com/assets/, 2023. 1, 2
[2] AmbientCG. https://www.ambientcg.com/, 2023.

2, 3, 5
[3] Tom Brown, Benjamin Mann, Nick Ryder, Melanie Sub-

biah, Jared D Kaplan, Prafulla Dhariwal, Arvind Neelakan-
tan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Lan-
guage models are few-shot learners. Advances in neural in-
formation processing systems, 33:1877–1901, 2020. 2

[4] CGBookCase. https://www.cgbookcase.com/,
2023. 2, 3, 5

[5] Valentin Deschaintre, Miika Aittala, Frédo Durand, George
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