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Abstract

Large language models (LLMs) are fine-tuned using hu-
man comparison data with Reinforcement Learning from
Human Feedback (RLHF) methods to make them better
aligned with users’ preferences. In contrast to LLMs,
human preference learning has not been widely explored
in text-to-image diffusion models; the best existing ap-
proach is to fine-tune a pretrained model using carefully
curated high quality images and captions to improve vi-
sual appeal and text alignment. We propose Diffusion-
DPO, a method to align diffusion models to human pref-
erences by directly optimizing on human comparison data.
Diffusion-DPO is adapted from the recently developed Di-
rect Preference Optimization (DPO) [36], a simpler al-
ternative to RLHF which directly optimizes a policy that
best satisfies human preferences under a classification ob-
jective. We re-formulate DPO to account for a diffusion
model notion of likelihood, utilizing the evidence lower
bound to derive a differentiable objective. Using the Pick-
a-Pic dataset of 851K crowdsourced pairwise preferences,
we fine-tune the base model of the state-of-the-art Stable
Diffusion XL (SDXL)-1.0 model with Diffusion-DPO. Our
fine-tuned base model significantly outperforms both base
SDXL-1.0 and the larger SDXL-1.0 model consisting of an
additional refinement model in human evaluation, improv-
ing visual appeal and prompt alignment. We also develop
a variant that uses AI feedback and has comparable perfor-
mance to training on human preferences, opening the door
for scaling of diffusion model alignment methods.

1. Introduction
Text-to-image diffusion models have been the state-of-the-
art in image generation for the past few years. They are typ-
ically trained in a single stage, using web-scale datasets of
text-image pairs by applying the diffusion objective. This
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stands in contrast to the state-of-the-art training method-
ology for Large Language Models (LLMs). The best per-
forming LLMs [31, 51] are trained in two stages. In the
first (“pretraining”) stage, they are trained on large web-
scale data. In the second (“alignment”) stage, they are
fine-tuned to make them better aligned with human pref-
erences. Alignment is typically performed using super-
vised fine-tuning (SFT) and Reinforcement Learning from
Human Feedback (RLHF) using preference data. LLMs
trained with this two-stage process have set the state-of-the-
art in language generation tasks and have been deployed in
commercial applications such as ChatGPT and Bard.

Despite the success of the LLM alignment process, most
text-to-image diffusion training pipelines do not incorporate
learning from human preferences. [11, 38, 39] perform two-
stage training, following large-scale pretraining with fine-
tuning on a high-quality text-image pair dataset. This ap-
proach is much more rudimentary than the final-stage align-
ment methods of LLMs. [7, 13] develop more advanced
alignment methods, but have not demonstrated the ability to
stably generalize to a fully open-vocabulary setting across
an array of feedback. Other methods use the pixel-level gra-
dients from reward models on generations to tune diffusion
models, but suffer from mode collapse and can only incor-
porate a relatively narrow set of feedback types [9, 34].

We address this gap in diffusion model alignment for the
first time, developing a method to directly optimize diffu-
sion models on human preference data. We generalize Di-
rect Preference Optimization (DPO) [36], where a gener-
ative model is trained on paired human preference data to
implicitly estimate a reward model. We define a notion of
data likelihood under a diffusion model in a novel formula-
tion and derive a simple but effective loss resulting in stable
and efficient preference training, dubbed Diffusion-DPO.
We connect this formulation to a multi-step RL approach
in the same setting as existing work [7, 13].

We demonstrate the efficacy of Diffusion-DPO by fine-
tuning state-of-the-art text-to-image diffusion models, such
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Figure 1. We develop Diffusion-DPO, a method based on Direct Preference Optimization (DPO) [36] for aligning diffusion models to
human preferences by directly optimizing the model on user feedback data. After fine-tuning on the state-of-the-art SDXL-1.0 model, our
method produces images with exceptionally high visual appeal and text alignment, samples above.

as Stable Diffusion XL (SDXL)-1.0 [33]. Human eval-
uators prefer DPO-tuned SDXL images over the SDXL-
(base + refinement) model 69% of the time on the Par-
tiPrompts dataset, which represents the state-of-the-art in
text-to-image models as measured by human preference.
Example generations shown in Fig. 1. Finally, we show
that learning from AI feedback (instead of human prefer-
ences) using the Diffusion-DPO objective is also effective,
a setting where previous works have been unsuccessful [9].
In sum, we introduce a novel paradigm of learning from
human preferences for diffusion models and present the re-
sulting state-of-the-art model.

2. Related Work

Aligning Large Language Models LLMs are typically
aligned to human preferences using supervised fine-tuning
on demonstration data, followed by RLHF. RLHF con-

sists of training a reward function from comparison data on
model outputs to represent human preferences and then us-
ing reinforcement learning to align the policy model. Prior
work [5, 29, 32, 50] has used policy-gradient methods [30,
41] to this end. These methods are successful, but expen-
sive and require extensive hyperparameter tuning [37, 63],
and can be prone to reward hacking [12, 14, 44]. Alter-
native approaches sample base model answers and select
based on predicted rewards [4, 6, 16] to use for super-
vised training [3, 18, 53]. Methods that fine-tune the pol-
icy model directly on feedback data [2, 12], or utilize a
ranking loss on preference data to directly train the pol-
icy model [36, 52, 60, 62] have emerged. The latter set of
methods match RLHF in performance. We build on these
fine-tuning methods in this work, specifically, direct pref-
erence optimization [36] (DPO). Finally, learning from AI
feedback, using pretrained reward models, is promising for
efficient scaling of alignment [5, 25].
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Aligning Diffusion Models Alignment of diffusion mod-
els to human preferences has so far been much less ex-
plored than in LLMs. Multiple approaches [33, 39] fine-
tune on datasets scored as highly visually appealing by an
aesthetics classifier [40], to bias the model to visually ap-
pealing generations. Emu [11] finetunes a pretrained model
using a small, curated image dataset of high quality pho-
tographs with manually written detailed captions to improve
visual appeal and text alignment. Other methods [17, 42] re-
caption existing web-scraped image datasets to improve text
fidelity. Caption-aware human preference scoring models
are trained on generation preference datasets [24, 55, 58],
but the impact of these reward models to the generative
space has been limited. DOODL [54] introduces the task of
aesthetically improving a single generation iteratively at in-
ference time. DRAFT [9] and AlignProp [34], incorporate a
similar approach into training: tuning the generative model
to directly increase the reward of generated images. These
methods perform well for simple visual appeal criteria, but
lack stability and do not work on more nuanced rewards
such as text-image alignment [9]. DPOK and DDPO [7, 13]
are RL-based approaches to maximize the scored reward
(with distributional constraints) over a relatively limited vo-
cabulary set; the performance of these methods degrades
as the number of train/test prompts increases. Diffusion-
DPO is unique among alignment approaches in effectively
increasing measured human appeal across an open vocab-
ulary (DPOK, DDPO), without increased inference time
(DOODL) while maintaining distributional guarantees and
improving generic text-image alignment in addition to vi-
sual appeal (DRAFT, AlignProp). See Tab. 1, Supp. S1).

Equal
Open Inference Divergence

Methods Vocabulary Cost Control

DPOK [13] ✗ ✓ ✓
DDPO [7] ✗ ✓ ✗

DOODL [54] ✓ ✗ ✗
DRaFT [9], AlignProp [34] ✓ ✓ ✗

Diffusion-DPO (ours) ✓ ✓ ✓

Table 1. Method class comparison. Existing methods fail in one
or more of: Generalizing to an open vocabulary, maintaining the
same inference complexity, avoiding mode collapse/providing dis-
tributional guarantees. Diffusion-DPO addresses these issues.

3. Background

3.1. Diffusion Models

Given samples from a data distribution q(x0), noise
scheduling function αt and σt (as defined in [39]), denois-
ing diffusion models [19, 45, 49] are generative models
pθ(x0) which have a discrete-time reverse process with a

Markov structure pθ(x0:T ) =
∏T
t=1 pθ(xt−1|xt) where

pθ(xt−1|xt) = N (xt−1;µθ(xt), σ
2
t|t−1

σ2
t−1

σ2
t

I). (1)

Training is performed by minimizing the evidence lower
bound (ELBO) associated with this model [23, 48]:

LDM = Ex0,ϵ,t,xt

[
ω(λt)∥ϵ− ϵθ(xt, t)∥22

]
, (2)

with ϵ ∼ N (0, I), t ∼ U(0, T ), xt ∼ q(xt|x0) =
N (xt;αtx0, σ

2
t I). λt = α2

t /σ
2
t is a signal-to-noise ra-

tio [23], ω(λt) is a pre-specified weighting function (typ-
ically chosen to be constant [19, 47]).

3.2. Direct Preference Optimization

Our approach is an adaption of Direct Preference Optimiza-
tion (DPO) [36], an effective approach for learning from
human preference for language models. Abusing notation,
we also use x0 as random variables for language.

Reward Modeling Estimating human partiality to a gen-
eration x0 given conditioning c, is difficult as we do not
have access to the latent reward model r(c,x0). In our set-
ting, we assume access only to ranked pairs generated from
some conditioning xw0 ≻ xl0|c, where xw0 and xl0 denot-
ing the “winning” and “losing” samples. The Bradley-Terry
(BT) model stipulates to write human preferences as:

pBT(x
w
0 ≻ xl0|c) = σ(r(c,xw0 )− r(c,xl0)) (3)

where σ is the sigmoid function. r(c,x0) can be parame-
terized by a neural network ϕ and estimated via maximum
likelihood training for binary classification:

LBT(ϕ) = −Ec,xw
0 ,x

l
0

[
log σ

(
rϕ(c,x

w
0 )− rϕ(c,x

l
0)
)]

(4)
where prompt c and data pairs xw0 ,x

l
0 are from a static

dataset with human-annotated labels.

RLHF RLHF aims to optimize a conditional distribution
pθ(x0|c) (conditioning c ∼ Dc) such that the latent reward
model r(c,x0) defined on it is maximized, while regulariz-
ing the KL-divergence from a reference distribution pref

max
pθ

Ec∼Dc,x0∼pθ(x0|c) [r(c,x0)]

− βDKL [pθ(x0|c)∥pref(x0|c)] (5)

where the hyperparameter β controls regularization.

DPO Objective In Eq. (5) from [36], the unique global
optimal solution p∗θ takes the form:

p∗θ(x0|c) = pref(x0|c) exp (r(c,x0)/β) /Z(c) (6)
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where Z(c) =
∑

x0
pref(x0|c) exp (r(c,x0)/β) is the par-

tition function. Hence, the reward function is rewritten as

r(c,x0) = β log
p∗θ(x0|c)
pref(x0|c)

+ β logZ(c) (7)

Using Eq. (4), the reward objective becomes:

LDPO(θ)=−Ec,xw
0 ,xl

0

[
log σ

(
β log

pθ(x
w
0 |c)

pref(x
w
0 |c)

− β log
pθ(x

l
0|c)

pref(x
l
0|c)

)]
(8)

By this reparameterization, instead of optimizing the reward
function rϕ and then performing RL, [36] directly optimizes
the optimal conditional distribution pθ(x0|c).

4. DPO for Diffusion Models
In adapting DPO to diffusion models, we consider a setting
where we have a fixed dataset D = {(c,xw0 ,xl0)} where
each example contains a prompt c and a pairs of images
generated from a reference model pref with human label
xw0 ≻ xl0. We aim to learn a new model pθ which is aligned
to the human preferences, with preferred generations to pref.
The primary challenge we face is that the parameterized dis-
tribution pθ(x0|c) is not tractable, as it needs to marginalize
out all possible diffusion paths (x1, ...xT ) which lead to x0.
To overcome this challenge, we utilize the evidence lower
bound (ELBO). Here, we introduce latents x1:T and define
R(c,x0:T ) as the reward on the whole chain, such that we
can define r(c,x0) as

r(c,x0) = Epθ(x1:T |x0,c) [R(c,x0:T )] . (9)

As for the KL-regularization term in Eq. (5), following
prior work [19, 45], we can instead minimize its upper
bound joint KL-divergence DKL [pθ(x0:T |c)∥pref(x0:T |c)].
Plugging this KL-divergence bound and the definition of
r(c,x0) (Eq. (9)) back to Eq. (5), we have the objective

max
pθ

Ec∼Dc,x0:T∼pθ(x0:T |c) [r(c,x0)]

− βDKL [pθ(x0:T |c)∥pref(x0:T |c)] . (10)

This objective has a parallel formulation as Eq. (5) but de-
fined on path x0:T . It aims to maximize the reward for re-
verse process pθ(x0:T ), while matching the distribution of
the original reference reverse process. Paralleling Eqs. (6)
to (8), this objective can be optimized directly through the
conditional distribution pθ(x0:T ) via objective:

LDPO-Diffusion(θ) = −E(xw
0 ,x

l
0)∼D logσ

(
βExw

1:T∼pθ(xw
1:T |xw

0 )

xl
1:T∼pθ(xl

1:T |xl
0)

[
log

pθ(x
w
0:T )

pref(xw0:T )
−log

pθ(x
l
0:T )

pref(xl0:T )

])
(11)

We omit c for compactness (details included in Supp. S2).
To optimize Eq. (11), we must sample x1:T ∼pθ(x1:T |x0).
Despite the fact that pθ contains trainable parameters, this
sampling procedure is both (1) inefficient as T is usually
large (T = 1000), and (2) intractable since pθ(x1:T ) rep-
resents the reverse process parameterization pθ(x1:T ) =

pθ(xT )
∏T
t=1 pθ(xt−1|xt). We solve these two issues next.

From Eq. (11), we substitute the reverse decompositions
for pθ and pref, and utilize Jensen’s inequality and the con-
vexity of function −log σ to push the expectation outside.
With some simplification, we get the following bound

LDPO-Diffusion(θ) ≤ −E(xw
0 ,x

l
0)∼D,t∼U(0,T ),

xw
t−1,t∼pθ(x

w
t−1,t|x

w
0 ),

xl
t−1,t∼pθ(x

l
t−1,t|x

l
0)

log σ

(
βT log

pθ(x
w
t−1|xwt )

pref(xwt−1|xwt )
−βT log

pθ(x
l
t−1|xlt)

pref(xlt−1|xlt)

)
(12)

Efficient training via gradient descent is now possible.
However, sampling from reverse joint pθ(xt−1,xt|x0, c)
is still intractable and r of Eq. (9) has an expectation
over pθ(x1:T |x0). So we approximate the reverse process
pθ(x1:T |x0) with the forward q(x1:T |x0) (an alternative
scheme in Supp. S2). With some algebra, this yields:

L(θ) = −E(xw
0 ,x

l
0)∼D,t∼U(0,T ),xw

t ∼q(xw
t |xw

0 ),xl
t∼q(xl

t|xl
0)

log σ(−βT (
+ DKL(q(x

w
t−1|xw0,t)∥pθ(xwt−1|xwt ))

− DKL(q(x
w
t−1|xw0,t)∥pref(x

w
t−1|xwt ))

− DKL(q(x
l
t−1|xl0,t)∥pθ(xlt−1|xlt))

+ DKL(q(x
l
t−1|xl0,t)∥pref(x

l
t−1|xlt))).

(13)

Using Eq. (1) and algebra, the above loss simplifies to:

L(θ) = −E(xw
0 ,x

l
0)∼D,t∼U(0,T ),xw

t ∼q(xw
t |xw

0 ),xl
t∼q(xl

t|xl
0)

log σ (−βTω(λt) (
∥ϵw − ϵθ(x

w
t , t)∥22 − ∥ϵw − ϵref(x

w
t , t)∥22

−
(
∥ϵl − ϵθ(x

l
t, t)∥22 − ∥ϵl − ϵref(x

l
t, t)∥22

)))
(14)

where x∗
t = αtx

∗
0 + σtϵ

∗, ϵ∗ ∼ N (0, I) is a draw from
q(x∗

t |x∗
0) (Eq. (2)). λt = α2

t /σ
2
t is the signal-to-noise ratio,

ω(λt) a weighting function (constant in practice [19, 23]).
We factor the constant T into β. This loss encourages ϵθ
to improve more at denoising xwt than xlt, visualization in
Fig. 2. We also derive Eq. (14) as a multi-step RL approach
in the same setting as DDPO and DPOK [7, 13] (Supp. S3)
but as an off-policy algorithm, which justifies our sampling
choice in Eq. 13. A noisy preference model perspective
yields the same objective (Supp. S4).
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5. Experiments

5.1. Setting

Models and Dataset: We demonstrate the efficacy of
Diffusion-DPO across a range of experiments. We use
the objective from Eq. (14) to fine-tune Stable Diffusion
1.5 (SD1.5) [39] and the state-of-the-art open-source model
Stable Diffusion XL-1.0 (SDXL) [33] base model. We
train on the Pick-a-Pic [24] dataset, which consists of pair-
wise preferences for images generated by SDXL-beta and
Dreamlike, a fine-tuned version of SD1.5. The prompts and
preferences were collected from users of the Pick-a-Pic web
application (see [24] for details). We use the larger Pick-a-
Pic v2 dataset. After excluding the ∼12% of pairs with ties,
we end up with 851,293 pairs, with 58,960 unique prompts.

Hyperparameters We use AdamW [27] for SD1.5 exper-
iments, and Adafactor [43] for SDXL to save memory. An
effective batch size of 2048 (pairs) is used; training on 16
NVIDIA A100 GPUs with a local batch size of 1 pair and
gradient accumulation of 128 steps. We train at fixed square
resolutions. A learning rate of 2000

β 2.048 ·10−8 is used with
25% linear warmup. The inverse scaling is motivated by the
norm of the DPO objective gradient being proportional to β
(the divergence penalty parameter) [36]. For both SD1.5
and SDXL, we find β ∈ [2000, 5000] to offer good per-
formance (Supp. S5). We present main SD1.5 results with
β = 2000 and SDXL results with β = 5000.

Evaluation We automatically validate checkpoints with
the 500 unique prompts of the Pick-a-Pic validation set:
measuring median PickScore reward of generated images.
Pickscore [24] is a caption-aware scoring model trained on
Pick-a-Pic v1 to estimate human-perceived image quality.
For final testing, we generate images using the baseline and
Diffusion-DPO-tuned models conditioned on captions from

the Partiprompt [59] and HPSv2 [55] benchmarks (1632
and 3200 captions respectively). While DDPO [7] is a re-
lated method, we did not observe stable improvement when
training from public implementations on Pick-a-Pic. We
employ labelers on Amazon Mechanical Turk to compare
generations under three different criteria: Q1: General Pref-
erence (Which image do you prefer given the prompt?), Q2:
Visual Appeal (prompt not considered) (Which image is
more visually appealing?) Q3: Prompt Alignment (Which
image better fits the text description?). Five responses are
collected for each comparison with majority vote (3+) being
considered the collective decision.

5.2. Primary Results: Aligning Diffusion Models

First, we show that the outputs of the Diffusion-DPO-
finetuned SDXL model are significantly preferred over the
baseline SDXL-base model. In the Partiprompt evaluation
(Fig. 3-top left), DPO-SDXL is preferred 70.0% of the time
for General Preference (Q1), and obtains a similar win-
rate in assessments of both Visual Appeal (Q2) and Prompt
Alignment (Q3). Evaluation on the HPS benchmark (Fig. 3-
top right) shows a similar trend, with a General Preference
win rate of 64.7%. We also score the DPO-SDXL HPSv2
generations with the HPSv2 reward model, achieving an av-
erage reward of 28.16, topping the leaderboard [56].

We display qualitative comparisons to SDXL-base in
Fig. 3 (bottom). Diffusion-DPO produces more appealing
imagery, with vivid arrays of colors, dramatic lighting, good
composition, and realistic people/animal anatomy. While
all SDXL images satisfy the prompting criteria to some de-
gree, the DPO generations appear superior, as confirmed by
the crowdsourced study. We do note that preferences are
not universal, and while the most common shared prefer-
ence is towards energetic and dramatic imagery, others may
prefer quieter/subtler scenes. The area of personal or group
preference tuning is an exciting area of future work.

After this parameter-equal comparison with SDXL-base,
we compare SDXL-DPO to the complete SDXL pipeline
(base + refiner) in Fig. 4. The refinement model is an image-
to-image diffusion model that improves visual quality of
generations, and is especially effective on detailed back-
grounds and faces. In our experiments with PartiPrompts
and HPSv2, SDXL-DPO (3.5B parameters, SDXL-base ar-
chitecture only), handily beats the complete SDXL model
(6.6B parameters). In the General Preference question, it
has a benchmark win rate of 69% and 64% respectively,
comparable to its win rate over SDXL-base alone. This is
explained by the ability of the DPO-tuned model (Fig. 4,
bottom) to generate fine-grained details and its strong per-
formance across different image categories. While the re-
finement model is especially good at improving the genera-
tion of human details, the win rate of Diffusion-DPO on the
People category in Partiprompt dataset over the base + re-
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A galaxy-colored figurine is floating 
over the sea at sunset, photorealistic

A smiling beautiful sorceress 
wearing a high necked blue suit 
surrounded by swirling rainbow 
aurora, hyper-realistic, cinematic, 
post-production

A monk in an orange robe by a round 
window in a spaceship in dramatic 
lighting

Concept art of a mythical sky 
alligator with wings, nature 
documentary

Anthropmorphic koala teaching a 
college class
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D
X
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SD
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Figure 3. (Top) DPO-SDXL significantly outperforms SDXL in human evaluation. (L) PartiPrompts and (R) HPSv2 benchmark results
across three evaluation questions, majority vote of 5 labelers. (Bottom) Qualitative comparisons between SDXL and DPO-SDXL. DPO-
SDXL demonstrates superior prompt following and realism. DPO-SDXL outputs are better aligned with human aesthetic preferences,
favoring high contrast, vivid colors, fine detail, and focused composition. They also capture fine-grained textual details more faithfully.

finer model is still an impressive 67.2% (compared to 73.4%
over the base). Further evaluations, including comparisons
to Emu [11] and DDPO [61] are in Supp. S1.

5.3. Image-to-Image Editing

Image-to-image translation performance also improves af-
ter Diffusion-DPO tuning. We test DPO-SDXL on TEd-
Bench [22], a text-based image-editing benchmark of
100 real image-text pairs, using SDEdit [28] with noise
strength 0.6. Labelers are shown the original image and
SDXL/DPO-SDXL edits and asked “Which edit do you pre-
fer given the text?” DPO-SDXL is preferred 65% of the
time, SDXL 24%, with 11% draws. We show qualitative
SDEdit results on color layouts (strength 0.98) in Fig. 5.

5.4. Learning from AI Feedback

In LLMs, learning from AI feedback has emerged as a
strong alternative to learning from human preferences [25].

Diffusion-DPO can admit learning from AI feedback by
directly ranking generated pairs into (yw, yl) using a pre-
trained scoring network. We use HPSv2 [55] for an al-
ternate prompt-aware human preference estimate, CLIP
(OpenCLIP ViT-H/14) [21, 35] for text-image alignment,
Aesthetic Predictor [40] for non-text-based visual appeal,
and PickScore. We run all experiments on SD 1.5 (β =
5000, 1000 steps, 2048 batch size). Training on PickScore
and HPS rankings increase the win rate for both raw vi-
sual appeal and prompt alignment (Fig. 6). We note that
PickScore feedback is interpretable as pseudo-labeling the
Pick-a-Pic dataset—a form of data cleaning [57, 64]. Train-
ing for Aesthetics and CLIP improves those capabilities
more specifically, in the case of Aesthetics at the expense of
CLIP. The ability to train for text-image alignment via CLIP
is a noted improvement over prior work [9]. Moreover,
training SD1.5 on the pseudo-labeled PickScore dataset
(β = 5000, 2000 steps, batch size 2048) outperforms
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Figure 4. DPO-SDXL (base only) significantly outperforms the much larger SDXL-(base+refinement) model pipeline in human evaluations
on the PartiPrompts and HPS datasets. While the SDXL refinement model is used to touch up details from the output of SDXL-base, the
ability to generate high quality details has been naturally distilled into DPO-SDXL by human preference. Among other advantages,
DPO-SDXL shows superior generation of anatomical features such as teeth, hands, and eyes. Prompts: close up headshot, steampunk
middle-aged man, slick hair big grin in front of gigantic clocktower, pencil sketch / close up headshot, futuristic young woman with glasses,
wild hair sly smile in front of gigantic UFO, dslr, sharp focus, dynamic composition / A man and woman using their cellphones, photograph

training on the raw labels. On the General Preference
Partiprompt question, the win-rate of DPO increases from
59.8% to 63.3%, indicating that learning from AI feedback
can be a promising direction for diffusion model alignment.

5.5. Analysis

Implicit Reward Model As a consequence of the theo-
retical framework, our DPO scheme implicitly learns a re-
ward model and can estimate the differences in rewards be-

tween two images by taking an expectation over the inner
term of Eq. (14) (details in Supp. S4.1). We estimate over
10 random t ∼ U{0, 1} Our learned models (DPO-SD1.5
and DPO-SDXL) perform well at binary preference classi-
fication (Tab. 2), with DPO-SDXL exceeding all existing
recognition models on this split. These results shows that
the implicit reward parameterization in the Diffusion-DPO
objective has comprable expressivity and generalization as
the classical reward modelling objective/architecture.
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Original SDXL DPO-SDXL

Figure 5. Diffusion-DPO generates more visually appealing im-
ages in the downstream image-to-image translation task. Com-
parisons of using SDEdit [28] from color layouts. Prompts are "A
fantasy landscape, trending on artstation" (top) , "High-resolution
rendering of a crowded colorful sci-fi city" (bottom).

PickScore

Training Ranker Automated Win Rate vs. SD1.5

HPS

CLIP

PickScore HPS CLIP Aesthetics
0.3
0.5

1.0
Aesthetics

Metric Model:

Figure 6. Automated head-to-head win rates under reward models
(x labels, columns) for SD1.5 DPO-tuned on the “preferences”
of varied scoring networks (y labels, rows). Example: Tuning
on Aesthetics preferences (bottom row) achieves high Aesthetics
scores but has lower text-image alignment as measured by CLIP.

Model PS HPS CLIP Aes. DPO-SD1.5 DPO-SDXL
Acc. 64.2 59.3 57.1 51.4 60.8 72.0

Table 2. Preference accuracy on the Pick-a-Pic (v2) validation set.
The v1-trained PickScore has seen the evaluated data.

Training Data Quality Fig. 7 shows that despite SDXL
being superior to the training data (including the yw), as
measured by Pickscore, DPO training improves its perfor-
mance substantially. In this experiment, we confirm that
Diffusion-DPO can improve on in-distribution preferences
as well, by training (β = 5k, 2000 steps) the Dreamlike
model on a subset of the Pick-a-Pic dataset generated by
the Dreamlike model alone. This subset represents 15% of
the original dataset. Dreamlike-DPO improves on the base-
line model, though the performance improvement is limited,
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Figure 7. Diffusion-DPO improves on the baseline Dreamlike and
SDXL models, when finetuned on both in-distribution data (in case
of Dreamlike) and out-of-distribution data (in case of SDXL). yl
and yw denote the Pickscore of winning and losing samples.

perhaps because of the small size of the dataset.

Supervised Fine-tuning (SFT) is beneficial in the LLM
setting as initial pretraining prior to preference training.
To evaluate SFT in our setting, we fine-tune models on
the preferred (x, yw) pairs of the Pick-a-Pic dataset. We
train for the same length schedule as DPO using a learning
rate of 1e − 9 and observe convergence. While SFT im-
proves vanilla SD1.5 (55.5% win rate over base model), any
amount of SFT deteriorates the performance of SDXL, even
at lower learning rates. This contrast is attributable to the
much higher quality of Pick-a-Pic generations vs. SD1.5,
as they are obtained from SDXL-beta and Dreamlike. In
contrast, the SDXL-1.0 base model is superior to the Pick-
a-Pic dataset models. See Supp. S6 for further discussion.

6. Conclusion
In this work, we introduce Diffusion-DPO: a method that
enables diffusion models to directly learn from human feed-
back in an open-vocabulary setting for the first time. We
fine-tune SDXL-1.0 using the Diffusion-DPO objective and
the Pick-a-Pic (v2) dataset to create a new state-of-the-art
for open-source text-to-image generation models as mea-
sured by generic preference, visual appeal, and prompt
alignment. We additionally demonstrate that DPO-SDXL
outperforms even the SDXL base plus refinement model
pipeline, despite only employing 53% of the total model
parameters. Dataset cleaning/scaling is a promising future
direction as we observe preliminary data cleaning improv-
ing performance (Sec. 5.4). While DPO-Diffusion is an of-
fline algorithm, we anticipate online learning methods to be
another driver of future performance. There are also excit-
ing application variants such as tuning to the preferences of
individuals or small groups.

Finally, any effort in text-to-image generation
presents ethical risks, particularly when data are web-
collected. We discuss these risks in detail in Supp. S7
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