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Abstract

Adversarial examples mislead deep neural networks with
imperceptible perturbations and have brought significant
threats to deep learning. An important aspect is their trans-
ferability, which refers to their ability to deceive other mod-
els, thus enabling attacks in the black-box setting. Though
various methods have been proposed to boost transfer-
ability, the performance still falls short compared with
white-box attacks. In this work, we observe that exist-
ing input transformation based attacks, one of the main-
stream transfer-based attacks, result in different attention
heatmaps on various models, which might limit the trans-
ferability. We also find that breaking the intrinsic relation
of the image can disrupt the attention heatmap of the origi-
nal image. Based on this finding, we propose a novel input
transformation based attack called block shuffle and rota-
tion (BSR). Specifically, BSR splits the input image into sev-
eral blocks, then randomly shuffles and rotates these blocks
to construct a set of new images for gradient calculation.
Empirical evaluations on the ImageNet dataset demonstrate
that BSR could achieve significantly better transferability
than the existing input transformation based methods under
single-model and ensemble-model settings. Combining BSR
with the current input transformation method can further
improve the transferability, which significantly outperforms
the state-of-the-art methods. Code is available at https :
//github.com/Trustworthy—-AI-Group/BSR.

1. Introduction

Deep neural networks (DNNs) have established superior
performance in many tasks, such as image classifica-
tion [12, 13], segmentation [21], object detection [26, 27],
face recognition [39], among others. Despite their achieve-
ments, DNNs have been observed to exhibit significant vul-
nerability to adversarial examples [8, 34, 41], which closely
resemble legitimate examples, yet can deliberately mis-
guide deep learning models to produce unreasonable pre-
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Figure 1. The attention heatmaps of the raw images, shuffled im-
ages, and reshuffled heatmaps on the shuffled image generated on
Inception-v3 model using Grad-CAM.

dictions. The existence of such vulnerabilities gives rise to
serious concerns, particularly in security-sensitive applica-
tions, such as autonomous driving [5], face verification [30].

Adversarial attacks can generally be categorized into two
types: white-box attacks and black-box attacks. White-box
attacks involve having complete access to the target model’s
architecture and parameters. In contrast, black-box attacks
only have limited information about the target model, which
makes them more applicable for real-world applications.
In the white-box setting, some studies employ the gradi-
ent with respect to the input sample to generate adversarial
examples [8]. Those crafted adversarial examples exhibit
transferability across neural models [25], which is the abil-
ity of adversarial examples generated on one model to de-
ceive not only the victim model but also other models, mak-
ing them suitable for black-box attacks. However, existing
attack methods [14, 22] demonstrate outstanding white-box
attack performance but relatively poorer transferability, lim-
iting their efficacy in attacking real-world applications.

Recently, several approaches have emerged to enhance
adversarial transferability, including incorporating momen-
tum into gradient-based attacks [3, 18], attacking multiple
models simultaneously [19], transforming the image before
gradient calculation [46, 51], leveraging victim model fea-
tures [47], and modifying the forward or backward pro-
cess [45, 48]. Among these, input transformation based
methods, which modify the input image for gradient cal-
culation, have demonstrated significant effectiveness in im-
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proving transferability. However, we find that all the ex-
isting input transformation based attacks result in different
attention heatmaps [29] on different models. This discrep-
ancy in attention heatmaps could potentially limit the extent
of adversarial transferability.

The attention heatmaps highlight the crucial regions for
classification. Motivated by this, we aim to maintain con-
sistency in the attention heatmaps of adversarial examples
across different models. Since we only have access to a
single white-box model for the attack, we initially explore
methods to disrupt the attention heatmaps. As shown in
Fig. 1, we can disrupt the intrinsic relation within the im-
age by randomly shuffling the divided blocks of the image,
leading to different attention heatmaps compared with the
raw image. Based on this finding, we propose a novel in-
put transformation based attack, called block shuffle and
rotation (BSR), which optimizes the adversarial perturba-
tion on several transformed images to eliminate the variance
among the attention heatmaps on various models. In partic-
ular, BSR randomly divides the image into several blocks,
which are subsequently shuffled and rotated to create new
images for gradient calculation. To eliminate the variance of
random transformation and stabilize the optimization, BSR
adopts the average gradient on several transformed images.

In summary, we highlight our contributions as follows:

* We show that breaking the intrinsic relation of the image
can disrupt the attention heatmaps of the deep model.

* We propose a new attack called block shuffle and rotation
(BSR), which is the first input transformation based attack
to disrupt attention heatmaps for better transferability.

* Empirical evaluations on the ImageNet dataset demon-
strate BSR achieves much better transferability than the
state-of-the-art input transformation based attacks.

* BSR is compatible with other transfer-based attacks and
can be integrated with each other to boost the adversarial
transferability further.

2. Related Work

Here we briefly introduce adversarial attacks and defenses
and summarize the visualization of attention heatmaps.

2.1. Adversarial Attacks

Szegedy et al. [34] first identified adversarial examples,
which bring a great threat to DNN applications. Recently,
numerous attacks have been proposed, which mainly fall
into two categories: 1) white-box attacks can access all the
information of the target model, such as gradient, weight,
architecture, etc. Gradient-based attacks [1, 22] that max-
imize the loss function using the gradient w.r.t. input are
the predominant white-box attacks. 2) black-box attacks
are only allowed limited access to the target model, which
can be further categorized into Score-based attacks [11, 38],

Decision-based attacks [15, 44] and Transfer-based at-
tacks [3,7, 51]. Among these, transfer-based attacks cannot
access the target model, in which the attacker adopts the
adversarial examples generated by the surrogate model to
attack the target model directly. Hence, transfer-based at-
tacks can be effectively deployed in the real world and have
attracted wide interest.

Fast Gradient Sign Method (FGSM) [8] adds the per-
turbation in the gradient direction of the input. Iterative
FGSM (I-FGSM) [14] extends FGSM into an iterative ver-
sion, showing better white-box attack performance but poor
transferability. Recently, numerous works have been pro-
posed to improve adversarial transferability.

MI-FGSM [3] introduces momentum into I-FGSM to
stabilize the optimization procedure and escape the lo-
cal optima. Later, more advanced momentum based at-
tacks are proposed to further boost transferability, such
as NI-FGSM [18], VMI-FGSM [40], EMI-FGSM [43],
PGN [6] and so on. Ensemble attacks [16, 19, 52] generate
more transferable adversarial examples by attacking multi-
ple models simultaneously. Several works [49, 57] disrupt
the feature space to generate adversarial examples.

On the other hand, input transformation has become
one of the most effective ways to improve transferability.
Diverse input method (DIM) [51] first resizes the image
into random size and adds the padding to fixed size be-
fore the gradient calculation. Translation invariant method
(TIM) [4] translates the image into a set of images for gra-
dient calculation, which is approximated by convolving the
gradient with a Gaussian kernel. Scale invariant method
(SIM) [18] calculates the gradient of several scaled images.
Admix [42] mixes a small portion of images from other cat-
egories to the input image to craft a set of admixed images.
PAM [55] augments the input images from several augmen-
tation paths.

In this work, we propose a new input transformation,
called BSR, which breaks the intrinsic semantic relation of
the input image for more diverse transformed images and
results in much better transferability than the baselines.

2.2. Adversarial Defenses

With the increasing interest of adversarial attacks, re-
searchers have been struggling to mitigate such threats.
Adversarial training [8, 22, 37] injects adversarial exam-
ples into the training process to boost the model robust-
ness. Among them, Tramer et al. [37] propose ensemble
adversarial training using adversarial perturbation gener-
ated on several models, showing great effectiveness against
transfer-based attacks. Denoising filter is a data prepro-
cessing method that filters out the adversarial perturbation
before feeding them into the target model. For instance,
Liao et al. [17] design a high-level representation guided
denoiser (HGD) based on U-Net to eliminate adversarial
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perturbation. Naseer et al. [23] train a neural representation
purifier (NRP) using a self-supervised adversarial training
mechanism to purify the input sample. Researchers also
introduce several input transformation based defenses that
transform the image before prediction to eliminate the ef-
fect of adversarial perturbation, such as random resizing and
padding [51], feature squeezing using bit reduction [53],
feature distillation [20]. Different from the above empirical
defenses, several certified defense methods provide a prov-
able defense in a given radius, such as interval bound propa-
gation (IBP) [9], CROWN-IBP [54], randomized smoothing
(RS) [2], etc.

2.3. Attention Heatmaps

As the inner mechanism of deep models remains elusive
to researchers, several techniques [29, 31, 33] have been
developed to interpret these models. Among them, attention
heatmap is a widely adopted way to interpret deep models.
For instance, Zhou et al. [56] adopts global average pooling
to highlight the discriminative object parts. Selvaraju et al.
[29] proposed Grad-CAM using the gradient information to
generate more accurate attention heatmaps. In this work,
we adopt the attention heatmap to investigate how to boost
adversarial transferability.

3. Methodology

In this section, we first introduce the preliminaries and mo-
tivation. Then we provide a detailed description of our
BSR, and summarize the difference between RLFAT [32]
and BSR.

3.1. Preliminaries

Given a victim model f with parameters 6 and a clean image
x with ground-truth label y, the attacker aims to generate
an adversarial example x®® that is indistinguishable from
original image x (i.e., [|[x*® — x|, < ¢) but can fool the
victim model f(x2%":0) # f(x;0) = y. Here e is the per-
turbation budget, and || - ||,, is the ¢, norm distance. In this
paper, we adopt /., distance to align with existing works.
To generate such an adversarial example, the attacker often
maximizes the objective function, which can be formalized
as:

x = argmax J(x“d“7 v;0), €))

[[xedv —x||p,<e

where J(+) is the corresponding loss function (e.g., cross-
entropy loss). For instance, FGSM [8] updates the benign
sample by adding a small perturbation in the direction of the
gradient sign:

Xadv —xde- sign(VrJ(X7 Yy 0)) (2)

FGSM can efficiently craft adversarial examples but show-
ing poor attack performance. Thus, [-FGSM [14] extends

FGSM into an iterative version, which iteratively updates
the the adversarial example by adding small perturbation
with a step size a:

xadv = xadv 4 ¢ sign(Vx?ﬂJ(x‘t@{, v;0)), (3

where x3% = x. Considering the poor transferability of
I-FGSM, MI-FGSM [3] integrates momentum into the gra-
dient for more transferable adversarial examples:

ngfgj(xi@{a y;0)
[V oty J (x93, y:0) 11 (4)

gt = - ge—1 +

x0 = xe4% 1o - sign(gy), go = 0,
where p is the decay factor. Suppose 7 is a transformation
operator, existing input transformation based attacks are of-
ten integrated into MI-FGSM to boost adversarial transfer-
ability, i.e., adopting Vyeaw J (T (x7%4), y; ) for Eq. (4).

3.2. Motivation

While different models may have distinct parameters and
architectures, there are often shared characteristics in their
learned features for image recognition tasks [31, 56]. In
this work, we hypothesize that the adversarial perturbations
which target these salient features have a greater impact on
adversarial transferability. Wu et al. [49] find disrupting
the attention heatmaps can enhance transferability, which
also supports our hypothesis. Intuitively, when the atten-
tion heatmaps of adversarial examples exhibit consistency
across various models, it is expected to yield better adver-
sarial transferability. To explore this idea, we initially assess
the consistency of attention heatmaps generated by Grad-
CAM [28] for several input transformation based attacks.
Unfortunately, as shown in Fig. 2, the attention heatmaps of
adversarial examples on the white-box model are different
from that on the target black-box model, resulting in lim-
ited adversarial transferability. This finding motivates us to
investigate a new problem:

How can we generate adversarial examples with consis-
tent attention heatmaps across different models?

To maintain the consistency of attention heatmaps across
multiple models, one direct approach is to optimize the ad-
versarial perturbation by utilizing gradients w.r.t. the input
image obtained from different models, a.k.a. ensemble at-
tack [19]. By incorporating gradients from various models,
each associated with its own attention heatmap for the same
input image, ensemble attack helps eliminate the variance
among attention heatmaps, resulting in improved transfer-
ability. In practice, however, it is often challenging and
costly to access multiple models, making it more feasible
to work with a single surrogate model. In this work, we
explore how to obtain the gradients with different atten-
tion heatmaps on a single model using input transformation.

24338



Target: Inc-v4  Source: Inc-v3
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Figure 2. Attention heatmaps of adversarial examples generated by various input transformations using Grad-CAM.

With such transformation, we can optimize the perturbation
to eliminate the variance among attention heatmaps of vari-
ous transformed images, thus enhancing the consistency of
attention heatmaps and adversarial transferability.

3.3. Block Shuffle and Rotation

With a single source model, we have to transform the input
image to obtain diverse attention heatmaps when calculat-
ing the gradient. Thus, we should address the problem:

How to transform the image to disrupt the attention
heatmap on a single source model?

Attention heatmap highlights the significant features that
contribute to the deep model’s accurate prediction. For
human perception, we are capable of recognizing objects
based on partial visual cues, even when they are partially
obstructed by other objects. For instance, we can identify a
cat by observing only a portion of its body (e.g., head). This
observation motivates us to employ image transformations
that draw attention to specific regions of the main object,
thereby varying the attention heatmap on a single model.
Intuitively, randomly masking the object partially can force
the deep model to focus on the remaining object, leading to
various attention heatmaps. However, masking the object
leads to a loss of information in the image, rendering the
gradient meaningless for the masked block. Consequently,
it can slow down the attack efficiency and effectiveness.

On the other hand, humans exhibit a remarkable abil-
ity to not only recognize the visible parts of the objects
but also mentally reconstruct the occluded portions when
the objects are partially obstructed by other elements. This
cognitive process is attributed to our perception of intrinsic
relationships inherent within the object, such as the under-
standing that a horse’s legs are positioned beneath its body.
Recognizing the significance of intrinsic relationships for
human perception, we try to disrupt these relationships to
affect attention heatmaps. In particular, we split the image
into several blocks and shuffie the blocks to construct new
images that appear visually distinct from the original one.
As expected, the attention heatmaps are also disrupted on

Algorithm 1 Block Shuffle and Rotation

Input: A classifier f with parameters 6, loss function J; a
raw example x with ground-truth label y; the magnitude
of perturbation €; number of iteration 7'; decay factor
w; the number of transformed images N ; the number of
blocks n; the maximum angle 7 for rotation

Output: An adversarial example 2%

L a=¢€/T,g0=0

2: fort=1— T do

3: Generate several
T (x4, n, 7)

transformed images:

4: Calculate the average gradient g; by Eq. (6):
5: Update the momentum g; by:
gt =M ge—1+ ”ggﬁ
6: Update the adversarial example:
x‘tld“ = xff’{ + « - sign(gy) 5)
7: end for

8 return r2%

the transformed image, even when recovering the attention
heatmaps to match the original image, as depicted in Fig. 1.
Thus, we can break the intrinsic relationships for more di-
verse attention heatmaps to boost adversarial transferability.

To achieve this goal, we propose a new input transfor-
mation 7 (x,n,7), which randomly splits the image into
n X n blocks followed by the random shuffling of these
blocks. To further disrupt the intrinsic relationship, each
block is independently rotated by an angle within the range
of —7 < B < 7 degrees. During the rotation of each block,
any portions that extend beyond the image boundaries are
removed while the resulting gaps are filled with zero.

With the transformation 7 (x, n, 7), we can obtain more
diverse attention heatmaps compared to those obtained from
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various models. Hence, strengthening the consistency of
heatmaps (harder) helps result in consistent attention across
models (easier). This motivates us to adopt transformation
T (x,n,7) for gradient calculation to achieve more consis-
tent heatmaps. Note that transformation 7 (x,n, 7) cannot
guarantee that all transformed images are correctly classi-
fied (~ 86.8% on Inc-v3). To eliminate the variance intro-
duced by the intrinsic relation corruption, we calculate the
average gradient on N transformed images as follows:

N
1
I=N ; Viaao J(T(x*" 1, 7),5;0)). (6

The input transformation 7 (x, n, 7) is general to any ex-
isting attacks. Here we integrate it into MI-FGSM, denoted
as Block Shuffle and Rotation (BSR), and summarize the
algorithm in Algorithm 1.

3.4. BSR Vs. RLFAT

Song et al. [32] propose Robust Local Features for Ad-
versarial Training (RLFAT) by minimizing the distance be-
tween the high-level feature of the original image and block
shuffled image for better generalization. Since RLFAT also
shuffles the image blocks, we highlight the difference be-
tween BSR and RLFAT as follows:

* Goal. BSR aims to generate more transferable adversar-
ial examples, while RLFAT boosts the generalization of
adversarial training.

» Strategy. BSR shuffles and rotates the image blocks,
while RLFAT only shuffles the blocks.

* Usage. BSR directly adopts the transformed images for
gradient calculation to craft adversarial examples, while
RLFAT treats it as a regularizer for the original image.

With the different goals, strategies, and usages, BSR should

definitely be a new and novel input transformation based

attack to effectively boost the adversarial transferability.

4. Experiments

In this section, we conduct empirical evaluations on Ima-
geNet dataset to evaluate the effectiveness of BSR.

4.1. Experimental Setup

Dataset. We evaluate our proposed BSR on 1000 images
belonging to 1000 categories from the validation set of Im-
ageNet dataset [24].

Models. We adopt four popular models, i.e., Inception-
v3 (Inc-v3) [35], Inception-v4 (Inc-v4), Inception-Resnet-
v3 (IncRes-v3) [36], Resnet-v2-101 (Res-101) [12],
and three ensemble adversarially trained models, i.e.,
Inc-v3.,s3, Inc-v3,,,54, IncRes-v2.,,50 [37] as victim mod-
els to evaluate the transferability. To further verify the ef-
fectiveness of BSR, we utilize several advanced defense

methods, including HGD [17], R&P [50], NIPS-r3!, Bit-
RD [53], JPEG [10], FD [20], RS [2] and NRP [23].

Baselines. To verify the effectiveness of BSR, we choose
five competitive input transformation based attacks as our
baselines, i.e. DIM [51], TIM [4], SIM [18], Admix [42]
and PAM[55]. For fairness, all the input transformations
are integrated into MI-FGSM [3].

Parameters Settings. We set the maximum perturbation
€ = 16, number of iteration 7" = 10, step size & = ¢/7" and
the decay factor ;x = 1 for MI-FGSM [3]. DIM [51] adopts
the transformation probability of 0.5. TIM [4] utilizes a
kernel size of 7 x 7. The number of copies of SIM [18] and
Admix [42] is 5. Admix admixes 3 images with the strength
of 0.2. The number of scale for PAM [55] is 4, and the
number of augmented path is 3 . Our BSR splits the image
into 2 x 2 blocks with the maximum rotation angle 7 =
24° and calculates the gradients on N = 20 transformed
images.

4.2. Evaluation on Single Model

We first evaluate the attack performance on various input
transformation based attacks, i.e., DIM TIM, SIM, Admix,
PAM, and our proposed BSR. We craft the adversaries on
the four standard trained models and test them on seven
models. The attack success rates, i.e., the misclassification
rates of the victim model on the adversarial examples, are
summarized in Tab. 1. Each column denotes the model to be
attacked and each row indicates that the attacker generates
the adversarial examples on the corresponding models.

It can be observed that for DIM and TIM, DIM exhibits
superior performance on standard trained models while
TIM exhibits better transferability on adversarially trained
models. SIM, as a special case of Admix, can achieve bet-
ter performance than DIM and TIM, while Admix shows
the best performance on standardly trained model among
the four baselines and PAM exhibits better transferability
on adversarially trained model. In contrast, our proposed
BSR, surpasses existing input transformation based attacks
while maintaining comparable performance in white-box
attacks. Remarkably, on standard trained models, BSR at-
tains an average attack success rate of 93.8%, exhibiting a
substantial improvement over Admix by a clear margin of
at least 6.5%. Similarly, on adversarially trained models,
BSR achieves an average attack success rate of 56.2%, out-
performing PAM by a significant margin of 11.0%. These
exceptional findings substantiate the superiority of BSR in
generating transferable adversarial examples, thereby high-
lighting the importance of maintaining attention heatmap
consistency across different models as a means to enhance
transferability.

Uhttps://github.com/anlthms/nips-2017/tree/master/mmd
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Model Attack Inc-v3 Inc-v4 IncRes-v2 Res-101 Inc-v3.,s3 Inc-v3.,s4 IncRes-v2.,
DIM 98.6* 64.4 60.2 53.5 18.8 18.4 9.5
TIM  100.0* 49.3 43.9 40.2 24.6 21.7 134
Ine-v3 SIM 100.0* 69.5 68.5 63.5 32.3 31.0 17.4
Admix  100.0* 82.2 81.1 73.8 38.7 37.9 19.8
PAM  100.0* 76.4 75.5 69.6 39.0 38.8 20.0
BSR  100.0* 96.2 94.7 90.5 55.0 51.6 29.3
DIM 72.0 97.6* 63.8 57.2 22.6 21.1 11.7
TIM 59.1 99.7* 49.0 41.9 26.8 22.9 16.6
Ine-vd SIM 80.4 99.7% 73.4 69.4 48.6 45.2 29.6
Admix 89.0 99.9* 85.3 79.0 55.5 51.7 32.3
PAM 86.7 99.9* 81.6 75.9 554 50.5 332
BSR 96.1 99.9* 934 88.4 57.6 52.1 34.3
DIM 70.3 64.7 93.1%* 58.0 30.4 23.5 16.9
TIM 62.2 55.6 97.4% 50.3 324 27.5 22.6
IncRes-v2 SIM 85.9 80.0 98.7* 76.1 56.2 49.1 42.5
Admix 90.8 86.3 99.2* 82.2 63.6 56.6 494
PAM 88.6 86.3 99.4% 81.6 66.0 58.3 51.0
BSR 94.6 93.8 98.5% 90.7 71.4 63.1 51.0
DIM 76.0 68.4 70.3 98.0%* 34.7 31.8 19.6
TIM 59.9 52.2 51.9 99.2% 344 31.2 23.7
Res-101 SIM 74.1 69.6 69.1 99.7* 42.8 39.6 25.7
Admix 84.5 80.2 80.7 99.9* 51.6 44.7 29.9
PAM 77.4 73.9 75.7 99.9* 51.2 46.3 32.2
BSR 97.1 96.6 96.6 99.7* 78.7 74.7 55.6

Table 1. Attack success rates (%) on seven models under single model setting with various single input transformations. The adversaries

are crafted on Inc-v3, Inc-v4, IncRes-v2 and Res-101 respectively. * indicates white-box attacks.

Attack Inc-v4  IncRes-v2 Res-101 Inc-v3e,s3 Inc-v3.,s4 IncRes-v2.,
BSR-DIM 98.31319  94.81316  90.143656 57.84390 54.5436.1 32312038
BSR-TIM 94'7T45-4 92.5¢4g'6 87.07\47‘0 71 -3T46.7 68.4@16'7 47.9¢34‘5
BSR-SIM 99.47\29}) 98.4¢29,9 97.8“4‘3 84.3¢52,0 81 -47*50,4 59.2@1] 8

BSR-Admix 98.9@()_7 98.8¢17_7 98.2734_4 89. 1T50.4 86.91*49_5 68~0T48.2

BSR-PAM 98.5@2_1 97.3¢2]_x 96'9T27-3 79.4¢4()_4 75.37\3(,_5 50.5“()_5
Admix-TI-DIM 90.4 87.3 83.7 72.4 68.4 534
PAM-TI-DIM 89.3 85.5 80.7 73.6 69.1 52.1
BSR-TI-DIM 95.2 92.9 87.9 74.2 70.7 50.0
BSR-SI-TI-DIM 98.5 97.1 95.4 90.6 90.0 751

Table 2. Attack success rates (%) on seven models under single model setting with various input transformations combined with BSR. The
adversaries are crafted on Inc-v3. 1 indicates the increase of attack success rate when combined with BSR.

4.3. Evaluation on Combined Input Transformation ples. Following the evaluation setting of Admix, we com-
bine our BSR with various input transformations, denoted
BSR-DIM, BSR-TIM, BSR-SIM, BSR-Admix and BSR-
PAM. Here we also combine BSR with multiple input trans-
formations, denoted as BSR-TI-DIM and BSR-SI-TI-DIM

to compare Admix-TI-DIM and PAM-TI-DIM.

Previous works [42] have shown that a good input trans-
formation based attack should not only exhibit better trans-
ferability, but also be compatible with other input trans-
formations to generate more transferable adversarial exam-
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Attack Inc-v3 Inc-v4 IncRes-v2 Res-101 Inc-v3.,s3 Inc-v3.,s4 IncRes-v2.,s
DIM 99.0%  97.1% 93.4% 99.7* 57.6 51.5 359
TIM 99.8*%  97.4% 94.7* 99.8* 61.6 55.5 45.6
SIM 99.9*%  99.1% 98.5% 100.0* 78.4 75.2 60.6

Admix 100.0*  99.6* 99.0* 100.0* 85.1 80.9 67.8
PAM 99.9%  99.7% 99 4% 100.0* 86.1 81.6 69.1
BSR 100.0*  99.9* 99.9* 99.9* 924 89.0 77.2

Admix-TI-DIM 99.6*  98.8%* 98.2% 99.8* 93.1 924 89.4
PAM-TI-DIM 99.8*%  99.8* 99.2% 99.8* 95.8 95.2 93.0
BSR-TI-DIM 99.8*%  99.8* 99.7* 99.8* 96.1 95.1 90.8

BSR-SI-TI-DIM 99.9*  99.9* 99.9* 99.8* 99.1 99.1 97.0

Table 3. Attack success rates (%) on seven models under ensemble model setting with various input transformations. The adversaries are
crafted on Inc-v3, Inc-v4, IncRes-v2 and Res-101 model. * indicates white-box attacks.

Method HGD R&P NIPS-r3 Bit-RD JPEG FD RS NRP Average
Admix-TI-DIM 92.8 935 94.5 82.4 97.6 909 726 804 88.1
PAM-TI-DIM 954 953 96.4 85.9 984 934 740 838 91.6
BSR-TI-DIM 97.1 98.0 97.9 84.9 98.8 932 69.1 73.6 89.1
BSR-SI-TI-DIM  98.5 99.1 99.4 914 99.2 971 839 84.2 94.1

Table 4. Attack success rates (%) of eight defense methods by Admix, SSA and BSR input transformations. The adversaries are crafted on

Inc-v3, Inc-v4, IncRes-v2 and Res-101 synchronously.

We report the attack success rates of the adversarial ex-
amples generated on Inc-v3 in Tab. 2 and the results for
other models in Appendix. Our BSR significantly improves
the transferability of these input transformation based at-
tacks. In general, BSR can improve the attack success rate
with a range from 16.7% to 52.0%. In particular, when
combining these input transformation with BSR, the attack
performance on adversarially trained models are signifi-
cantly improved by a margin of 22.8% ~ 52.0%. Although
Admix-TI-DIM demonstrates the best performance among
combined methods, our proposed BSR-TI-DIM surpasses
Admix-TI-DIM with a clear margin of 2.6% on average at-
tack success rates. Notably, when BSR is combined with
SI-DI-TIM, it further enhances transferability by a margin
ranging from 8.1% to 31.6%. This further supports the high
effectiveness of BSR and shows its excellent compatibility
with other input transformation based attacks.

4.4. Evaluation on Ensemble Model

Liu et al. [19] first propose ensemble attack to boost the
transferability by synchronously attacking several models.
To evaluate the compatibility of the proposed BSR with
ensemble attack, we generate the adversarial examples on
four standard trained models and test them on adversari-
ally trained models following the setting in MI-FGSM [3].
We evaluate the attack performance of single input trans-

formation as well as BSR combined with the existing input
transformations, respectively.

As shown in Tab. 3, under ensemble model setting, PAM
showcases superior white-box attack capabilities, surpass-
ing other baselines significantly with a margin of at least
0.7% for adversarially trained models. In contrast, BSR
consistently outperforms PAM on these models by a mar-
gin of 6.3% to 8.1%, and maintains comparable white-box
attack performance with Admix. Although PAM-TI-DIM
can achieve at least 93.0% attack success rate on adversari-
ally trained models. Notably, BSR-SI-TI-DIM achieves av-
erage attack success rate of 98.4% on adversarially trained
models, surpassing PAM-TI-DIM with a margin of at least
3.1%. Such remarkable attack performance validates the
remarkable effectiveness of BSR for improving the trans-
ferability and poses a huge threat to security-critical appli-
cations once again.

4.5. Evaluation on Defense Method

To thoroughly evaluate the effectiveness of our proposed
method, we assess the attack performance of BSR against
several defense mechanisms, including HGD, R&P, NIPS-
3, Bit-RD, JPEG, FD, RS and NRP. From previous exper-
iments, combined input transformations with ensemble at-
tack exhibit the best attack performance. Here we adopt
the adversarial examples generated by PAM-TI-DIM, BSR-
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Figure 3. Attack success rates (%) of
various models on the adversarial exam-
ples generated by MI-FGSM, BS, BR and

Figure 4. Attack successful rates (%) of various models on the adversarial examples generated
by BSR with various numbers of blocks, number of transformed images and range of the rotation
angles. The adversarial examples are crafted on Inc-v3 model and tested on the other six models

BSR, respectively.

TI-DIM and BSR-SI-TI-DIM under the ensemble setting to
attack these defense approaches.

As shown in Tab. 4, BSR-SI-TI-DIM achieves the aver-
age attack success rate of 94.1%, which outperforms PAM-
TI-DIM by an average margin of 2.5%. Notably, even on
the certified defense RS and powerful denoiser NRP, BSR-
SI-TI-DIM achieve the attack success rate of 83.9% and
84.2%, which outperforms PAM-TI-DIM with a clear mar-
gin of 9.9% and 0.4%, respectively. Such excellent attack
performance further shows the superiority of BSR and re-
veals the inefficiency of existing defenses.

4.6. Ablation Study

To further gain insight into the performance improvement
of BSR, we conduct ablation and hyper-parameter studies
by generating the adversarial examples on Inc-v3 and eval-
uating them on the other six models.

On the effectiveness of shuffle and rotation. After
splitting the image into several blocks, we shuffle the image
blocks and rotate each block. To explore the effectiveness
of shuffle and rotation, we conduct two additional attacks,
i.e., block shuffle (BS) and block rotation (BR). As shown
in Fig. 3, BS and BR can achieve better transferability than
MI-FGSM, supporting our proposition that optimizing the
adversarial perturbation on the input image with different
attention heatmaps can eliminate the variance among atten-
tion heatmaps to boost the transferability. By combining
BS and BR, BSR exhibits the best transferability, showing
its rationality and high effectiveness in crafting transferable
adversarial examples.

On the number of blocks n. As shown in Fig. 4, when
n = 1, BSR only rotates the raw image, which cannot bring
disruption on the attention heatmaps, showing the poorest
transferability. When n > 3, increasing n results in too
much variance that cannot be effectively eliminated, de-
creasing the transferability. Hence, a suitable magnitude
of disruption on the raw image is significant to improve the

under the black-box setting.

transferability and we set n = 2 in our experiments.

On the number of transformed images N. Since BSR
introduces variance when breaking the intrinsic relation,
we adopt the average gradient on N transformed images
to eliminate such variance. As shown in Fig. 4, when
N = 5, BSR can already achieve better transferability than
MI-FGSM, showing its high efficiency and effectiveness.
When we increase /N, the attack performance would be fur-
ther improved and be stable when N > 20. Hence, we set
N = 20 in our experiments.

On the range of rotation angles 7. We randomly ro-
tate the image blocks with the angle —7 < g < 7, which
also affects the magnitude of disruption on the image. As
shown in Fig. 4, we conduct the experiments from 7 = 6°
to 7 = 180°. When 7 is smaller than 24°, increasing 7
results in more disruption on the image so as to achieve bet-
ter transferability. If we continue to increase 7, the rotation
will introduce too much disruption, which decays the per-
formance. Hence, we set 7 = 24° in our experiments.

5. Conclusion

Intuitively, the consistent attention heatmaps of adversaries
on different models will have better transferability. How-
ever, we find that the existing input transformation based
attacks often result in inconsistent attention heatmaps on
various models, limiting the transferability. To this end,
we propose a novel input transformation based attack called
block shuffle and rotation (BSR), which optimizes the per-
turbation on several transformed images with different at-
tention heatmaps to eliminate the variance among the atten-
tion heatmaps on various models. Empirical evaluations on
ImageNet dataset show that BSR achieves better transfer-
ability than the SOTA attacks under various attack settings.
We hope our approach can provide new insight to improve
the transferability by generating adversarial examples with
more stable attention heatmaps on different models.
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