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Abstract

Diagram Question Answering (DQA) is a challenging
task, requiring models to answer natural language ques-
tions based on visual diagram contexts. It serves as a cru-
cial basis for academic tutoring, technical support, and
more practical applications. DQA poses significant chal-
lenges, such as the demand for domain-specific knowledge
and the scarcity of annotated data, which restrict the appli-
cability of large-scale deep models. Previous approaches
have explored external knowledge integration through pre-
training, but these methods are costly and can be limited by
domain disparities. While Large Language Models (LLMs)
show promise in question-answering, there is still a gap in
how to cooperate and interact with the diagram parsing
process. In this paper, we introduce the Chain-of-Guiding
Learning Model for Diagram Question Answering (CoG-
DQA), a novel framework that effectively addresses DQA
challenges. CoG-DQA leverages LLMs to guide diagram
parsing tools (DPTs) through the guiding chains, enhanc-
ing the precision of diagram parsing while introducing rich
background knowledge. Our experimental findings reveal
that CoG-DQA surpasses all comparison models in var-
ious DQA scenarios, achieving an average accuracy en-
hancement exceeding 5% and peaking at 11% across four
datasets. These results underscore CoG-DQA’s capacity to
advance the field of visual question answering and promote
the integration of LLMs into specialized domains.

1. Introduction

Visual Question Answering (VQA) is defined as providing
answers to questions in natural language, leveraging con-
textual information extracted from natural images. It has
gained widespread recognition due to its immense utility in
various scenarios [5, 14, 23]. Building upon the principles
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Figure 1. An example of DQA in the Computer Science domain.

of VQA, Diagram Question Answering (DQA) specifically
targets the interpretation of complex diagrammatic infor-
mation. This includes a variety of visual representations
of data such as flow charts, graphs, and schematic illustra-
tions, which are crucial in specialized fields such as engi-
neering, medicine, and education. DQA has emerged as a
compelling field, drawing attention to its capacity to evalu-
ate the intricate reasoning abilities of models. This interest
is mainly due to the ability of diagrams to effectively repre-
sent complex knowledge concepts and logical relationships
[15—17]. The ability to accurately interpret and respond to
questions about these diagrams is of significant value for
academic tutoring, technical assistance, and a variety of
practical applications [6, 42].

While DQA has potential application value, it is accom-
panied by significant challenges. The complexity of DQA
lies in its knowledge-intensive nature, which demands not
just an understanding of abstract visual representations, but
also a robust grasp of domain-specific knowledge. For in-
stance, answering a diagram question in the Computer Sci-
ence domain, as shown in Fig. 1, without prior knowledge
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is a formidable task. Analyzing the context and candidate
choices reveals the necessity of domain-specific knowledge,
such as concept definitions (knowledge 1 and 3) and ex-
planations of the operation (knowledge 2) from the right
side of the figure. Under the guidance of this background
knowledge, combined with visual features such as objects
and relationships parsed from the diagram, the model can
perform step-by-step reasoning to arrive at the correct an-
swer. Moreover, diagram datasets often revolve around spe-
cific domains, like biology or science, necessitating annota-
tors with in-depth domain knowledge, which is costly to ob-
tain. Commonly used diagram datasets typically comprise
thousands of diagrams (e.g., AI2D [16]: ~3,000 diagrams
and ~9,000 questions). Limited samples and annotations
pose challenges for models to acquire sufficient background
knowledge from the initial parameter status, thereby inten-
sifying the complexity of the subsequent inference process.

Faced with these challenges, previous researchers have
introduced external knowledge into the inference model
through pretrained language models. The first type of
method retains all parameter architecture of the language
model, uses a large amount of external knowledge base to
pre-train it, and fine-tunes it on specific domains [11, 31,
41]. However, the language model is pre-trained on external
data in the large-scale generalization domain, with signifi-
cant differences from the data in the specific DQA domains.
Therefore, it is difficult to achieve a major breakthrough in
performance by using a small amount of DQA data to fine-
tune its massive parameters. Furthermore, DQA datasets
from different domains exhibit significant differences. This
diversity makes it impractical and costly to fine-tune differ-
ent models separately for each domain.

The emergence of large language models (LLMs) offers
a promising avenue for improving common-sense question-
answering. Some researchers propose to search and intro-
duce rich background knowledge in LLMs through prompt
engineering. This type of method either uses an expert
model to convert visual content into textual content and
then uses LLMs to complete inference [28], or uses a lo-
cal learnable interface in the LLM to fine-tune to intro-
duce visual features [44, 49]. As the parameters of the pre-
trained model increase, the amount of external knowledge
that can be introduced increases, which further improves
the question-answering performance. However, the prompt
templates for LLMs of such methods are only aimed at ob-
taining the final answer and have almost no interaction or
correlation with the visual features parsed from the dia-
grams. This makes inference performance heavily depen-
dent on the LLM’s prior knowledge, and the impact brought
by visual features that should be more important becomes
marginal. The latest benchmarks also show that even the
latest GPT-4Vision [43] and LLaVA-1.5 [25] tend to priori-
tize the prior knowledge and give incorrect answers for most

questions under this type of prompt and suffer from lan-
guage hallucination, and the ability to abstract visual con-
tent is still limited [24]. Therefore, how to utilize prompt to
leverage LLM’s rich background knowledge and effectively
relate the parsing process of diagrams remains a challenge.

In this paper, we propose the Chain-of-Guiding Learn-
ing Model for Diagram Question Answering (CoG-DQA)
to address the above challenges. Specifically, CoG-DQA is
a novel and general framework that effectively introduces
large language models as external knowledge to solve var-
ious DQA scenes. Under the CoG-DQA framework, LLM
plays a guiding role and cooperates with diagram parsing
tools (DPTs) to parse features with rich background knowl-
edge. Both LLMs and DPTs are agnostic under this frame-
work, ensuring that the model’s performance will consis-
tently align with contemporary developments. Moreover,
CoG-DQA leverages the prompt of the large model for
guidance and fine-tunes a small model for inference, effec-
tively bridging domain gaps. Our experiments demonstrate
that CoG-DQA outperforms other baseline methods and ex-
hibits superior performance on four DQA datasets.

2. Related Work
2.1. Diagram Parsing

This early type of research on diagrams began in the
1990s, with early researchers primarily employing rule-
based methods to perform tasks such as diagram classifi-
cation and diagram element identification. For example,
Watanabe et al. [39] introduced a technique for examin-
ing diagrams in pictorial books of flora (PBF), leveraging
both natural language and layout information. Ferguson
et al. [7] developed a spatial reasoning engine capable of
generating qualitative spatial descriptions from line draw-
ings. They also presented a model for detecting repetition
and symmetry, which mirrors human cognitive processes
when interpreting repetition-based diagrams [8]. Subse-
quently, Futrelle ef al. [9] conducted research on extracting
diagrams from PDF documents, performing classification
tasks specifically on the bar and non-bar diagrams. Seo et
al. [36] identified visual elements in a diagram while max-
imizing agreement between textual and visual data to build
an automated system that provides support for geometric
diagram reasoning. Zhang et al. [48] proposed the first end-
to-end deep learning model for geometry diagram parsing,
which gives explicit primitive instance extraction, classifi-
cation, and between-primitive relationship reasoning.

2.2. Diagram Question Answering

As research progressed, diagram parsing and question anal-
ysis evolved beyond being bottlenecks in DQA perfor-
mance. Contemporary research primarily addresses the in-
troduction of external knowledge through pre-training to
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tackle the background knowledge and limited sample chal-
lenges inherent to DQA. The first category of methods in-
troduces background knowledge in the form of language
model fine-tuning after pre-training. For instance, Gomez-
Perez et al. [11] proposed fine-tuning pre-trained transform-
ers to incorporate richer background knowledge of textual
and visual modalities. Ma et al. [30] introduced two weakly
supervised pre-training tasks aimed at enhancing text com-
prehension and diagram semantics. Xu et al. [41] intro-
duced a multistage domain pre-training module with unsu-
pervised post-pretraining using a span mask strategy and
supervised pre-finetuning. Importantly, the post-pretraining
phase utilized a heuristic generation algorithm to incorpo-
rate terminology from external knowledge bases.

Leveraging the capabilities of large language models
(LLMs), researchers have explored the incorporation of
their rich prior knowledge into DQA using prompt meth-
ods. Lu er al. [28] presented Science Question Answer-
ing (ScienceQA) with diverse science topics and detailed
annotations of answers alongside corresponding lectures
and explanations, and conducted initial benchmarking us-
ing prompt-based LLMs. Zhang et al. [49] proposed a
two-stage framework, by fusing both vision and language
representations for LLMs and performing chain-of-thought
prompts on DQA. Yao et al. [44] introduced a multimodal
graph-of-thought, integrating text and visual features for
LLMs. In summary, DQA research has evolved from the
early stages of diagram parsing and question analysis to
addressing the effective transfer of knowledge. The trend
reflects an increase in the amount of prior knowledge in-
troduced, although challenges related to the fine-tuning of
language model parameters and bridging the gap between
general and specific domains remain.

3. Method

As shown in the left of Fig. 2, the input of the diagram ques-
tion answering (DQA) task contains a diagram d, a natural
language question ¢, a piece of natural language context ¢
(optional), and candidate answer set .A. The DQA task is to
predict the correct answer @ in A according to d, ¢, and c.
The formal definition is as follows:

a = argmaxp(ald, g, (c); ), (1
acA

where @ is the trainable parameter of the network, A =
{a1,aq, ..., ar} (for multiple-choice questions k = 4 — 6,
for true-or-false questions & = 2). According to the above
task definition, our model aims at selecting the most prob-
able answer a. Fig. 2 illustrates an overview of our Chain-
of-Guiding Learning Model for Diagram Question An-
swering (CoG-DQA). The two core modules of our CoG-
DQA model are the Chain-of-Guiding Learning Module
(Sec. 3.1) and the Answer Inference Module (Sec. 3.2).

3.1. Chain-of-Guiding Learning Module

The Chain-of-Guiding Learning Module (CoG-LM) aims
to effectively utilize the capabilities of both the pre-trained
Large Language Models (LLMs) and Diagram Parsing
Tools (DPTs) in the context of Diagram Question Answer-
ing (DQA). As illustrated in the middle part of Fig. 2, we di-
vide the CoG-LM into three stages based on the feature ex-
traction process, from coarse-grained to fine-grained. Each
stage contains three components: DPT processing which
operates with frozen parameters, LLM guiding which uses
prompt method, and Interaction to combine the results of
the above two. In this way, the module can facilitate effi-
cient diagram processing without the need for costly train-
ing, while providing complete visual features and knowl-
edge for the downstream inference module.

As shown in Fig. 3, the LLM guiding component in
each stage adopts a multi-turn conversation template. The
Xsystem serves as a standardized prompt and is uniformly
set to ‘As a question-answering assistant, you need to an-
swer a question based on a diagram and possible context.’
In each turn, five different guiding heads are manually de-
fined, ensuring prompt diversity (details in supplementary
material). The LLM’s response in the i-th turn is recorded
as X!, cer- For the DPT processing component, its input
and output vary from stage to stage, but the core difference
is on visual object features at different granularities in the
diagram. The Interaction component takes the output of the
first two components as input to interact between knowl-
edge and features, which may include operations such as
supplementation, filtering, and attention. Each stage is de-
scribed in detail below in the form of three components.

3.1.1 Stage 1: Global Knowledge Supplement.

To answer cross-modality questions, the inference process
relies on various sources, including the diagram, textual
context, and candidate choices. In most scenarios, a brief
context alone is insufficient to support the parsing of di-
agram and the reasoning process. In the first stage, we
supplement global background knowledge and measure the
correlation of features between different modalities.

LLM Guiding 1: During the first stage, the input to the
LLM guiding includes X ystem., X?nput, and X;m‘de?head.
Among them, Xionput includes question, context, choices,
and captions of the diagrams. During this turn, the guid-
ing head seeks to obtain the background knowledge K; =
X1 wer required outside the known context.

DPT Processing 1: The inputs are the diagram d, the
question g, and the context c. We employ a pre-trained vi-
sual encoder (such as ResNet [13]) to encode the global vi-
sual features of the diagram and obtain an N —dimensional
feature vector D,. Similarly, questions and context are en-
coded using a pre-trained encoder (such as RoBERTa [26])
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Figure 2. Overview of the Chain-of-Guiding Learning Model for Diagram Question Answering (CoG-DQA).
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Figure 3. Input and output sequences of LLM. X ystem = As a
question-answering assistant, you need to answer a question based
on a diagram and possible context. X ?ﬂpm contains the question,
context, choices, and caption of the diagram. X, ;4c peqa repre-
sents the text of guide heads. X7, ..., represents LLM’s answers.

to obtain features of the same dimension features vector Tg:

D, = FC(CNNs(d)), )
Ty = FC(RoBERTa([g; c])), ©)

where F'C denotes the fully connected layer used for fea-
ture projection, [-] is the concatenation. The cos similarity
is used to measure the relevance between the features of the
two modalities s,.:

sy = cos(Dy, Ty). “)

Interaction 1: Similarly, we calculate the similarity s;
between background knowledge and diagrams (limited to
the interval [0,1]):

Ty = FC(RoBERTa(K3)), (5)
s; = cos(Dg, Kp). (6)

Finally, by calculating the arithmetic mean of s; and s,., the
importance of the visual feature Atty is obtained, which is
used by the subsequent inference module.

3.1.2 Stage 2: Visual Objects Extraction.

Object detection serves as an intermediate step in the DQA
task, facilitating the extraction of pertinent visual object fea-
tures. Although existing DPTs excel at instance-level local-
ization and segmentation, they may benefit from external
knowledge when assigning semantic labels and filtering ob-
jects relevant to specific questions.

LLM Guiding 2: The input contains the conversation

history of the previous turns H' and X7 . peqq- In the

sequence X2, ... from which the semantic labels of the
object M are obtained, denoted as Sy.

DPT Processing 2: We use pre-trained object detection
or instance segmentation models (e.g., SAM [21], YOLO
[37]) to localize only the instances in the diagram, obtaining
K location masks My € REXWXH where W and H are

the width and height of diagram d respectively.

Interaction 2: Inspired by [51], we utilize the pre-
trained CLIP [34] model to associate the mask matrix of the
object with semantic labels. Specifically, the corresponding
text embeddings Se, of the texts Sy are extracted using the
CLIP model. The respective diagram object embeddings
Meg are then determined and matched to the intrinsic fea-
tures of each mask using a similarity metric. The mask with
the highest similarity score to the object embeddings of the
text prompt is then selected. For the m—th semantic label:
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80CT€E)y, = Softmax(SeglMedT), 7
ind,;, = arg max Socreé,,, (8)

keK
masky, = Mg [’L'Tldm], 9

where the softmax(-) constrains different similarities be-
tween [0, 1], Se* denotes the embedding of the m—th se-
mantic label, ind,, denotes the index of mask index aligned
with the m—th semantic label, [(-)] represents the opera-
tion of getting the index value in the vector. Finally, the M
aligned masks are concatenated together to form the new
mask matrix M € RM>*WxH  Correspondingly, the re-
maining unaligned masks are formed as M = My \ M.
The objects corresponding to these mask matrices M and
M can easily obtain object-level embedding features using
the pre-trained encoder, which are denoted as Fd and F;.

3.1.3 Stage 3: Visual Relationships Generation.

There are complex relationships between objects in the di-
agram, and question-answering needs to use these relation-
ships to form a chain of reasoning to obtain answers. The
existing DPT achieves excellent performance in determin-
ing whether there is a relationship between two objects, but
the relationship is only represented by a binary indicator of
{0,1} or a value in the [0, 1] interval. Diagram question-
answer reasoning is very sensitive to the specific semantics
of the relationships between objects, and binary relation-
ships are not enough to support this precise reasoning.

LLM Guiding 3: The input contains the conversation
history of the previous turns H? and Xsuide,heaw In the
sequence X3 _ . N triples of the shape (Object A, Rela-
tion, Object B) can be obtained, denoted as T'rpg.

DPT Processing 3: We use the similarity between visual
object embedding features to construct relationship values
for efficiency, this construction method can also make use
of existing pre-trained models (such as [18]). Using the in-
termediate results in stage 2, relationship generation is per-
formed on the aligned visual objects:

socres = Soﬁmax(FdFdT), (10)
socre, = Softmax(MMT), (11)
score = asocres + [socre,, (12)

where the softmax(-) constrains similarities between [0, 1],
and the « and 3 are adjustable trade off hyperparameters.
For guiding head 3, we expect the LLM to give specific
semantics of the relationships between objects in Sy.
Interaction 3: Using the above results, the visual graph
Gy = {Ny, &y, Ay, Xy} in the diagram can be constructed.
N, represents the node set in the graph, including all visual

objects aligned in stage 2, and &, represents the edge set
between nodes. In the matrix score, if score; i is greater
than the gating threshold g, it is determined that there is an
edge e(; j) between nodes i and j. A, represents the adja-
cency matrix of the graph G,,. If there is an edge between
nodes ¢ and 7, A»U(i’j) = 1, otherwise it is 0. The feature set

X, is composed of the node feature set X, = Fd.
3.2. Answer Inference

The answer inference module mainly uses the features pro-
cessed by the previous module to perform reasoning to ob-
tain the answer. This module can use any existing question-
answering inference module and match it with the Chain-
of-Guiding Learning Module as a feature extractor. How-
ever, in order to make full use of the features processed by
the previous module as much as possible, we propose an
Answer Inference module based on a dual-graph structure
because the graph is an excellent feature organization form.

As shown in the right part of Fig. 2, the answer inference
module is the only part of the framework that requires train-
ing. It takes a textual graph and a visual graph as input as
two branches. Among them, the visual graph is constructed
in the CoG learning module. In addition, we adopt a textual
graph construction (TGC) method based on triplets extrac-
tion and coreference resolution inspired by [44]. Specifi-
cally, TGC is divided into two steps. It begins by extract-
ing deductive triplets (7°) from the input data. Each triplet,
represented as t; = (t},t},t%). Edges e}, and e connect
these textual nodes, forming the initial raw graph. Secondly,
TGC identifies and clusters nodes in the graph that refer to
the same mentions, performing coreference resolution. The
nodes within a coreference cluster are replaced with the
most representative mention. This coreference resolution
technique results in denser thought graphs, empowering the
model with improved deductive reasoning capabilities.

For j nodes N; = {nf,...,n}} in the textual raw graph,
we use the text encoder to obtain the node embedding fea-
tures:

11; = Encoder(nﬁ»), (13)

where the encoder can be selected such as BERT and
RoBERTa [26], X; = {v],...,v}} constitutes the node fea-
ture set of the textual graph G;.

We employ the graph attention network (GAT) to encode
the dual graph G, and G;. Taking visual graph G, as an
example, the GAT layer is defined as follows:

eij = LeakyReLU (a” [W - f;|W - £;]) (14)
exp(ei;)

= =" 15
Zke/\fi exp(eix) (13)

Otij

r_
h; =0

> e (W-X5) |, (16)

JEN I
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Where e;; is the attention score between nodes n,,; and n,;,
|| denotes concatenation, W - f; and W - f; are linear trans-
formations of the node features, «;; is the attention coeffi-
cient, h} is the updated feature for node n,;, o represents
an activation function (e.g., ReLU). We then use a single-
layer feed-forward neural network (FFN) to obtain the final
visual graph embedding HS:

h' = [hg, ..., W], (17)
HE = Atty- FEN(R). (18)
Similarly, we obtain the final textual graph embedding HZ .

We first use the single-head attention mechanism to calcu-
late the interaction between the two graph embeddings:

T

Vdy,

where Q,KC, and V are HZ, HS, and HS respectively, dj,
is the same as the dimension of H. Then, we apply the
gated fusion mechanism to combine the two features:

H" = Softmax(

Nz 19)

\ = Sigmoid(W; - HE + W, - H'), (20)
Hpyse = (1 —N) - HE + X~ HM, (21)

where W, and W, are learnable parameters. Finally, the
fused output H ¢, is fed into the Transformer decoder to
predict the answer A.

4. Experiment
4.1. Experiment Settings

Datasets: We evaluated our model on four different dia-
gram datasets. The SQA-I dataset was derived from the
multimodal ScienceQA benchmark [28], retaining only data
that includes visual images and diagrams. The ScienceQA
[28] benchmark is a pioneering large-scale dataset for mul-
timodal scientific questions, equipped with comprehensive
answer annotations, including detailed lectures and expla-
nations. The TQA-DMC dataset consists of multiple-choice
questions with diagrams selected from the TextbookQA
[17] . CSDQA [38] is a diagram question-answering
dataset from the field of computer science in university
courses. AI2D [16] contains diagram questions from the
eighth-grade science curriculum. Detailed statistics of four
datasets are provided in the supplementary material.

Experimental Settings: In the Chain-of-Guiding Learning
module, we apply GPT-3.5 [4] as LLM in the main experi-
ment. The DPT Processing 1 adopts the pre-trained ResNet-
101 [13] backbone to learn the x = 1024 dimensional repre-
sentation of each diagram. The DPT Processing 2 uses Fast-
SAM [50] to segment the examples in the diagram and ac-
cess the pre-trained CLIP [34] model to match the instance
regions most relevant to the given text. The TGC method in

Model Dataset

SQA-I TQA-DMC CSDQA AI2D
QA-based Models
MCAN [46] 51.17 27.56 44.41
BAN [19] 52.60 27.28 42.32 -
VisualBERT [22] 62.17 41.14 42.86 32.90
RAFR [29] - 30.47 37.85 -
Finetune-based Models
Unified-QA [35] 61.38 - 53.39 -
ISAAQ[11] 66.53 51.81 50.70 67.93
WSTQ [31] - 43.32 48.55 72.05
MoCA [41] - 5333 - -
Prompt-based Models
GPT-3.5 0-shot [4] 67.28 3271 45.77 50.10
GPT-3.5 2-shot [4] 67.43 (CoT) 36.20 46.83 53.39
GPT-4 2-shot [33] 71.49 (CoT) 38.47 48.03 58.68
LLaVa-1.5-7B [25] 65.08 35.38 47.31 65.76
LLaVa-1.5-13B [25] 68.45 37.64 48.65 67.77
MM-CoT-large* [49] 73.53 52.51 57.28 75.76
Our Model
CoG-DQA 78.85 (15.32) 54.60 (11.27) 68.28 (111.00) 79.14 (13.38)

Table 1. Accuracy (%) on test split of four datasets. The super-
script * indicates the performance of the model after reproduction.
The best and second-best values are marked in bold and underlined
respectively. 1 denotes the accuracy increase (%) compared with
previous SOTA model.

the Answer Inference module adopts open information ex-
traction (OpenlE) systems [1] and Stanford CoreNLP sys-
tem [32] for triplets extraction and coreference resolution
respectively. We adopt TS [35] as our basic decoder archi-
tecture. For a fair comparison, we initialized T5 with the
pre-trained Unified-QA [35] checkpoint. We fine-tuned the
Answer Inference module for 20 epochs with a learning rate
of 5e-5. Our training and evaluation have been done on a
single NVIDIA Tesla A800 card with 64GB of RAM GPU.
Baseline Models: For the four diagram question-answering
datasets, we uniformly divide comparison methods into
three categories, namely: QA-based models, finetune-based
models, and prompt-based models. Among them, QA-
based models focus on parsing visual and textual features
in question-answering and are mostly trained from ini-
tial parameter states, including: [2, 3, 10, 12, 16, 18-
20, 22, 27, 30, 38, 4547, 52]. Finetune-based models pre-
train language models through diverse tasks, and then fine-
tune parameters in the specific field of diagram question-
answering, including: [11, 31, 35, 41]. Prompt-based mod-
els use manually formulated templates to obtain LLM an-
swer feedback for questions, including: [4, 25, 33, 44, 49].
Detailed descriptions of the above baselines are provided in
the supplementary material.

4.2. Comparative Analysis

Tab. 1 shows the main results on the test split of four
datasets. It should be noted that the MM-CoT model has
been modified based on the original model to adapt to the
one-step solution that does not have explanation annota-
tions for other datasets except the SQA-I. In order to en-
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Model Dataset Model Dataset Turn1 Turn2 Turn3
SQA-I CSDQA SQA-I 28 52 69
Base Model 73.13 - 56.30 - GPT-3.5 CSDQA 42 68 77
w/ CoG-stagel 7492 1.791 58.85 2.557 ’ TQA-DMC 10 66 86
w/ CoG-stage1+2 76.60 34771 59.87 3.571 AI2D 19 38 50
w/ CoG-stagel+24+4TG 77.00 3.871 6249 6.191 GPT-3.0 SQA-I 9 23 44
w/ CoG-stagel+2+3+VG 77.14 4.01 1T 65.36 9.06 1 ’ CSDQA 43 47 49
CoG-DQA 78.85 5.721 68.28 11.981 text-davinci SQA-I 98 - -
CSDQA 48 66 80

Table 2. Ablation study on SQA-I and CSDQA test split. 1 denotes
the accuracy increase (%) with (w/) the modules on the left. TG
and VG respectively correspond to the textual graph and visual
graph in the Answer Inference module.

sure a unified comparison, a one-step comparison method
(input questions, candidates, context, and output answers)
is used on the above four datasets. It can be seen that the
CoG-DQA model has achieved new SOTA performances
on all datasets, showing superior accuracy performance and
generalization. On the CSDQA dataset, our method out-
performs the previous SOTA model and achieves a perfor-
mance of 68.28%, with an improvement of 11%, which
is the most significant improvement. On the TQA-DMC
dataset, our method outperforms the previous SOTA model
and achieves a performance of 54.60%, with an improve-
ment of 1.27%, which is the least obvious improvement.
The reason for the uneven improvement can be: the diffi-
culty of questions and the complexity of reasoning in differ-
ent datasets vary, and some simpler reasoning patterns are
easier to learn by the model. CSDQA contains professional
knowledge questions from university computer science and
lacks annotation of the problem-solving process, which also
highlights the superiority of the CoG-DQA model in solv-
ing complex reasoning in small specialized domains.

In addition, according to the experimental results, it can
be seen that the overall performance of the model of QA-
based is the worst, the model based on finetune is better,
and the model based on prompt is generally the best. This
is consistent with our hypothesis about the importance of in-
troducing background knowledge for the DQA task. More-
over, GPT and LLaVA series models are difficult to transfer
well on the DQA task. This is partly because current large
models do not have any interaction with the diagram pars-
ing process. On the other hand, prior knowledge of a gen-
eral domain is likely to be adaptable to a small specialized
domain. These two points are exactly the gaps that the CoG-
DQA model hopes to bridge. More fine-grained comparison
results on the above datasets are provided in supplementary
material.

4.3. Ablation Study

We conduct ablation experiments on each important compo-
nent in the CoG-DQA model. Tab. 2 shows the functional

Table 3. Prompt Complete Percentage (%) using different large
language models on different datasets.

differences between the variant models and the detailed re-
sults on the two datasets. We gradually add each stage in the
CoG module, as well as the two graph structures of the An-
swer Inference (AI) module, and compare the performance
with the base model (T5-large framework). It can be seen
that both Chain-of-Guiding Learning and dual graph struc-
tures work. On the SQA-I dataset, gradually introducing
the three steps of the CoG module increases the accuracy
by 1.79%, 3.47%, and 4.01% respectively, while on the CS-
DQA dataset, it is 2.55%, 3.57%, and 9.06%. It should be
noted that due to the close relationship between stage 2 and
VG, we regard them as an integral component in perform-
ing ablation experiments. Overall, the performance gains
brought by the CoG module and the AI module are equiv-
alent. According to our analysis, this is because obtaining
the correct answer is based not only on the parsing results
containing rich background knowledge as a basis, but also
on the effective use of these results. Finally, the complete
model with all the modules added achieves the best perfor-
mance, which also proves the irreplaceability of each mod-
ule.

4.4. Prompt Complete Percentage

To assess the impact of large language models (LLMs)
on various datasets beyond traditional question-answering
accuracy, we introduced a novel evaluation metric called
“prompt complete percentage”. Our evaluation method in-
volves dividing prompts to LLMs into three stages. In each
stage, if the LLMs provide irrelevant information, deviate
from the specified format, or fail to provide an answer, we
consider the prompt for that stage as incomplete. We can
increase the percentage of incomplete prompts by adding
more prompt turns at each stage. As illustrated in Tab. 3,
we assessed the complete percentage of different LLMs
across multiple datasets. Notably, increasing the number of
prompt turns led to a significant improvement in the com-
plete percentage. Among the models evaluated, GPT-3.5
consistently performed well across four datasets. The text-
davinci model achieved a nearly 100% complete percentage
in just one turn for the SQA-I dataset. However, it’s impor-
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Model Format wo/ CoG w/ CoG Dataset

Unified-QA| QCM—A 5339 56.60 CSDQA

ISAAQ QCM—A 50.70  52.63 CSDQA
MM-CoT QCM—A 73.53  75.68 SQA-I
MM-CoT |QCM—LE—A 87.10 8892 SQA-I

Table 4. Performance of CoG Module as a plug-in under different
frameworks and formats on different datasets. Format names: Q
= question, C = context, M = multiple options, A = answer, E =
explanation, L = lecture.

tant to note that this complete percentage metric does not
comprehensively reflect LLM response quality. We recom-
mend considering QA accuracy (analysis in supplementary
material) alongside this metric for a more thorough assess-
ment. In practical applications, we suggest using up to three
prompt turns, which should suffice for most data scenarios.

4.5. CoG Module Plug-in

In Sec. 3.1 we mentioned that the CoG module can be com-
bined with any downstream inference module as a plug-in
without training cost. In this section, we explore the ben-
efits of it as a plug-in. It should be noted that the fea-
tures processed by the CoG model may not be fully used
by a downstream inference model, resulting in different im-
provements. We access the CoG module on different mod-
els with different reasoning forms and on different datasets
to observe the gains it brings. As shown in Tab. 4, on the
CSDQA dataset, the CoG module as a plug-in has improved
both inference models. It should be noted that on Unified-
QA, only the knowledge and features in Stage 1 can be
added, while on ISAAQ, they can be added in Stages 1 and
2, and in both cases the model performance improved. Un-
der different inference formats on the SQA-I dataset, the
performances are also improved after adding the features
processed by Stages 1 and 2 of the CoG module. This
fully demonstrates that the CoG module proposed in this
manuscript has good generalization performance and trans-
ferability and the potential to bring gains to any inference
model.

4.6. Performance under Chain-of-thought Setting

In the latest research, the chain-of-thought method is an ef-
fective solution to stimulate the reasoning ability of LLMs
[40]. We performed a corresponding evaluation of the CoG-
DQA model under this type of setting on the SQA-I dataset,
since only this dataset contains the lecture and explanation
annotations that support the setting. Due to the flexibility of
the inference module, our model can be adapted to diverse
formats of inference. As shown in Tab. 5, the CoG-DQA
method surpasses existing baseline models in all types of
inference formats. Among them, QCM—LE— A represents
the two-step reasoning format, that is, first the lecture and

Model Format ACC. (%)
HUMAN QCM—A 87.50
GPT-3.5 QCM—ALE 75.17
GPT-3.5 QCMLEY —A 94.13
MM-CoT-large* QCM—A 73.53

MM-CoT-large*
GoT-T5-large*

QCM—LE—A 87.10
QCM—LE—A 88.60

CoG-DQA QCM—A 78.85
CoG-DQA  QCM—LE—A  89.32
CoG-DQA QCMLE? A 96.13

Table 5. Accuracy (%) comparison of models under the chain-
of-thought method on test split of SQA-I dataset. Superscript g
indicates the performance using ground truth.

the explanation text related to the question and then the an-
swer. Our model still achieves optimal performance under
this setting. In addition, as mentioned in [28], the upper
bound of the inference performance of the GPT model is
the performance under the QCMLE*— A setting, which is
94.13%. Under the same setting, our model breaks through
the bound and achieves an accuracy of 96.13%, which also
significantly exceeds Human performance.

5. Conclusion

In this study, we introduce an innovative framework to the
diagram question-answering task. Our CoG-DQA frame-
work distinguishes itself from previous research through
two key advancements. First, CoG-DQA’s approach to
guiding diagram parsing tools (DPTs) using LLMs as guid-
ing chains has demonstrated its ability to excel in diagram
analysis while considering the crucial contextual back-
ground. This strategy bridges domain gaps, allowing for
effective inference in specific fields. Second, the combi-
nation of LLM prompts and small model fine-tuning en-
sures robust performance in the complex and diverse DQA
landscape. Extensive experimentation across four diverse
datasets underscores the remarkable performance of the
CoG-DQA model, surpassing other DQA approaches.
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