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Abstract

Recently, dataset distillation has paved the way towards
efficient machine learning, especially for image datasets.
However, the distillation for videos, characterized by an ex-
clusive temporal dimension, remains an underexplored do-
main. In this work, we provide the first systematic study
of video distillation and introduce a taxonomy to cate-
gorize temporal compression. Our investigation reveals
that the temporal information is usually not well learned
during distillation, and the temporal dimension of syn-
thetic data contributes little. The observations motivate
our unified framework of disentangling the dynamic and
static information in the videos. It first distills the videos
into still images as static memory and then compensates
the dynamic and motion information with a learnable dy-
namic memory block. Our method achieves state-of-the-
art on video datasets at different scales, with a notably
smaller memory storage budget. Our code is available at

https://github.com/yuz1wan/video distillation.

1. Introduction
Dataset distillation, as an emerging direction recently, com-
presses the original dataset into a smaller one while main-
taining training effectiveness. It alleviates the challenges
of costly training due to the increasingly large datasets and
models. It is widely adopted in various downstream fields
including federated learning and continual learning.

Recent works on dataset distillation mainly focus on
distilling images [4, 6, 7, 10, 13, 15–17, 23, 25, 29–32].
Though some methods seem to seamlessly adapt to other
data formats or modalities [12, 27, 28], few works stud-
ied video distillation. Compared to image data, videos
possess an additional temporal dimension, which signifi-
cantly adds to the time and space complexity of the distil-
lation algorithms and is already hardly affordable when the
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Figure 1. (a) Naive video distillation methods simply match the
training dynamics (gradient, feature, trajectory, etc.) of the real
and synthetic videos. (b) To exploit the temporal redundancy of
videos, we propose a paradigm with segmented matching and in-
terpolation techniques to cover all levels of temporal condensation.
(c) Based on this paradigm and our observations, we propose an
approach of efficient static frame distillation and motion compen-
sation, with better efficiency and performance.

instance-per-class (IPC) is large. Besides, the scale of video
datasets [3, 11, 19] is usually more intimidating. However,
the high temporal redundancy of videos is very suitable for
and can be well exploited by dataset distillation methods,
providing a good opportunity for dataset distillation. There-
fore, in this work, we firstly and systematically study the
dataset distillation on video data, especially involving the
compression of the video temporal redundancy.

Currently, dataset distillation approaches directly align
the training dynamics (gradient [31], trajectory [4], fea-
ture [30], etc.) of real and synthetic. On video datasets,
these methods simply match all the real and synthetic
frames and the frame correspondence can be depicted as
a complete bipartite graph. Therefore, to condense the tem-
poral dimension, we can either reduce the synthetic frames
or prune the bipartite correspondence graph between real
and synthetic frames. For the further analysis of tempo-
ral condensation in video distillation, we put these two
schemes under one unified framework, namely “segmented
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matching and interpolation” (Fig. 1(b)): the real videos are
synthetic videos are partitioned to multiple segments and
distillation are applied within each real-synthetic segments
pair; the synthetic videos are then interpolated to the re-
quired video length. This framework can cover most sce-
narios at different levels of temporal condensation.

Then, to thoroughly study temporal condensation, we
build a taxonomy for various temporal correspondences and
classify the potential methods based on four essential di-
mensions: the numbers of synthetic frames and real frames
for matching, the number of segments, and the interpola-
tion algorithm. Along these four dimensions, we conduct
comparisons of the distillation performance and computa-
tion cost. Empirical analysis shows that, though increasing
frame numbers does enhance distillation performance, the
improvement is marginal and comes at the expense of con-
siderably longer training times and higher costs; and frame
segmentation reduces the training costs, but brings a sub-
stantial decrease in model performance. These important
taxonomies and observations could guide the research and
the efficient algorithm design of video distillation.

In light of the above observation, we propose a unified
framework for video distillation to exploit the unique tem-
poral redundancy of videos. Our observation implies that
dense frame correspondence is non-critical in the video dis-
tillation task. Hence, to maximize the efficiency, we re-
duce the real frames, synthetic frames, and segment length
to 1. This is equivalent to image distillation with which
we can distill the static information in the first stage. Sec-
ond, we use a learnable dynamic memory to compensate for
the loss of dynamic information. The static and dynamic
memories are then combined with an integrator network.
Our paradigm can be effortlessly applied to existing algo-
rithms to enhance performance with a memory storage bud-
get (referred to as storage here) used.We embed our method
to various data distillation algorithms including DM [30],
MTT [4], FRePo [32], and achieve state-of-the-art with less
storage. Our approach could achieve comparable perfor-
mance with <50% memory storage budget and bring sub-
stantial improvement with a comparable one.

Overall, our contributions are: (1) We propose the very
first work that systematically studies the video dataset dis-
tillation. (2) We introduce a novel taxonomy for temporal
condensation in video distillation methods, which guides
our and future works. (3) We propose a novel paradigm,
enabling existing image distillation techniques to achieve
improved results when applied to video distillation while
using an even smaller memory storage budget.

2. Related work
Dataset Distillation/Condensation. Dataset distilla-
tion [25], endeavors to condense large datasets into smaller
ones while maintaining comparable training performance.

The algorithms fall into the following categories:
(1) Performance Matching: following the very first work

of DD [25], a broad category of techniques employs bi-
level optimization. A few methods integrate kernel ridge
regression (KRR) to reduce the computational complexity
of bi-level optimization, where KIP [16, 17] employs the
Neural Tangents Kernel (NTK), while RFAD [15] adopts
the Empirical Neural Network Gaussian Process (NNGP).
FRePo [32] separates a neural network into a feature ex-
tractor and a linear classifier to optimize.

(2) Parameter Matching: DC [31] aligns the single-step
gradients of synthetic and real data. In line with DC,
DSA [29] enhances this approach through symmetrical im-
age augmentation, and IDC [10] enhances by storing syn-
thetic data in lower resolutions. MTT [4] first applies multi-
step parameter matching, and TESLA [6] reduces memory
usage and uses learnable soft labels.

(3) Distribution Matching: DM [30] directly aligns the
features of real and synthetic data, while CAFE [23] ensures
statistical feature properties from synthetic and real samples
are consistent across all network layers except the final one.

(4) Factorization Methods decompress the full dataset
into two components: base and hallucinator. HaBa [13]
employs task-input-like bases and ConvNet hallucinators,
while LinBa [7] integrates a linear hallucinator with given
predictands. Inspired by these methods, we factorize the
static and dynamic information in video distillation to min-
imize temporal redundancy and reduce storage costs.
Video Recognition. Video recognition involves the clas-
sification of videos into semantic classes, e.g., human ac-
tions and scenes. Currently, there are several main de-
sign philosophies for video recognition with deep learn-
ing: (1) 2D Convolution-Based: The most intuitive ap-
proach is to break down the video into individual frames
and process the frames individually. Then temporal ag-
gregation (pooling, LSTM, GRU, etc.) is used for getting
video-level features, which is then used for classification.
(2) 3D Convolution-Based. To adopt early aggregation of
temporal features, the presence of an additional temporal
dimension in videos naturally suggests the possibility of
employing 3D convolutional networks. Tran et al. [21]
propose C3D, and then Carreira and Zisserman [3] extend
the pre-trained models of 2D convolutional networks to
3D, with consideration of alleviating the challenges posed
by the large number of parameters in 3D convolutions.
Meanwhile, efforts are dedicated to low-rank approxima-
tions for 3D convolutions. R(2+1)D [22] employs a spa-
tial 2D convolutional structure combined with a temporal
1D convolution to achieve pseudo-3D convolutions. (3)
Transformer-Based. With the success of attention mecha-
nisms in natural language processing, the long-range effec-
tiveness of self-attention determines its suitability for video
recognition. Therefore, there have also emerged some mod-
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Figure 2. The distillation setting in (a) obeys temporal consistency,
while (b) and (c) violate the two consistency preconditions.

els [2, 20, 24] for videos based on Transformers.

3. Pre-analysis
The temporal redundancy has been widely discussed for
video understanding, while we focus on analyzing the tem-
poral compression in dataset distillation. In this section,
we first propose some basic principles for temporal com-
pression (Sec. 3.1). We use a generic paradigm to de-
scribe the temporal compression strategies and further pro-
pose a taxonomy of compression according to four factors
(Sec. 3.2), along with which we conduct comprehensively
comparisons and obtain our observations and conclusions,
supporting further study on video distillation (Sec. 3.3).

3.1. Preliminaries
Video Temporal Redundancy. Most current works are
dedicated to developing and improving methods for com-
pressing image datasets in terms of quantity. Video data
have an additional temporal dimension as its major differ-
ence from images, suggesting the presence of temporal re-
dundancy. Video temporal redundancy study has a long his-
tory [9, 14]. Researchers have long observed the significant
temporal redundancy, which has diverse causes. For exam-
ple, videos inherently exhibit substantial similarity between
adjacent frames, leading to low temporal information uti-
lization during data usage. Thus, we focus on, analyze, and
exploit the temporal compression for video distillation.

Precondition for Temporal Correspondence. To study
the temporal compression, we are categorizing the tempo-
ral correspondence for the distillation matching (e.g. gradi-
ent/trajectory/distribution matching) between real and syn-
thetic videos. We can put all scenarios into one formulation,
which covers all possible methods from the temporal aspect:

Definition 1. Compressed video distillation involves real
video R and synthetic video S with asymmetrical lengths.
Multiple frame sequences are drawn from R, S and paired:
(R1, S1), (R2, S2), · · · , (RK , SK), where Ri ✓ R, Si ✓

S, 8i = 1, · · · ,K. Distillation is to apply matching algo-
rithms to each frame sequence pair individually.

Fig. 2(a) gives an example of compressed video distilla-
tion. Though the existing distillation methods usually pro-
duce irregular and “freeform” patterns that are cryptic for

humans, on video data, we intuitively desire an algorithm
that obeys temporal consistency. Otherwise, the video al-
gorithm could degrade due to the loss of correct temporal
information. The temporal consistency is ensured by two
preconditions: the real and synthetic frames sampled for
distillation should be in the correct order and follow a uni-
form flow of time. More specifically, the orderedness is:

Precondition 1. (Orderedness) During the compressed
video distillation of real video R and synthetic video S,
given two frame sequence pairs (R1, S1), (R2, S2), we de-
fine a partial order T : (R1, S1)  (R2, S2) iff any frame
in R1 occurs earlier than any frame in R2 and any frame
in S1 occurs earlier than any frame in S2. The distillation
process obeys orderedness iff all the frame sequence pairs
for R and S yield a total ordering associated with T .

That is, all frame sequence pairs are comparable and as-
sociated with T and both real and synthetic sequences are
in the correct time order. The matching strategy in Fig. 2(b)
does not meet orderedness as the two matching pairs at right
are in the wrong temporal order.

Precondition 2. (Uniformity) Compressed video distilla-
tion of real video R and synthetic video S, obeys unifor-
mity iff |R1| = |R2| = · · · = |RK |, |S1| = · · · = |SK |.

All the real frame sequences have the same length, as
the same to synthetic frame sequences. This ensures that
the synthetic video we learn follows a uniform flow of time,
e.g., the matching strategy in Fig. 2(c) leads to non-uniform
FPS, and the synthetic frames at left will learn a much
smaller FPS than the frames at right. We also justify the
uniformity with experiments in the supplementary.

These two preconditions narrow the searching space of
temporal condensation strategies, enabling us to system-
atically categorize and analyze the compressed video dis-
tillation. In Fig. 3(a), the naive algorithm may match all
synthetic frames to real frames. To compress the tempo-
ral dimension, we can either reduce the number of frames
(Fig. 3(b)) or reduce the correspondence by temporal seg-
mentation (Fig. 3(c)). Note that we do not force orderedness
and uniformity within each frame sequence pair for match-
ing, since the distillation matching algorithms themselves
could drive the synthetic data to follow the consistency.

3.2. Segmented Matching and Interpolation
To take a step further, we propose Segmented Match-
ing and Interpolation framework for the quantitative com-
parison and analysis of temporal condensation (Fig. 3(e)).
Given a target synthetic frame number Lsyn, to approach
flexible compression rate, we distill Nreal real frames to
Nsyn frames and interpolate the frames to our target Lsyn.
Specifically, the real video and synthetic video are seg-
mented evenly for the pairwise distillation matching, which
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Figure 3. Left: Different types of video distillation that obey
temporal consistency. Right: A basic framework for compressed
video distillation, which condenses the temporal dimension by dis-
tillation, and interpolates the synthetic frames to the target length.

is the only valid strategy for temporal consistency. The
interpolation enables the compression of synthetic video.
This paradigm covers most video distillation methods from
the perspective of temporal compression, and the extent of
compression can be parameterized by the four factors:

(1) Number of Independent Synthetic Frames (Nsyn)
is the size of the trainable synthetic frames. These frames
are learned with dataset distillation algorithms and will
be interpolated to the target length of synthetic video Ls.
Smaller Nsyn indicates a larger temporal compression rate.

(2) Number of Real Frames (Nreal) is the size of real
frames for distillation matching. Larger Nreal implies a
larger receptive field for synthetic video during distillation.

(3) Number of Segments (K). We cut the real and syn-
thetic videos into the same number of segments and apply
distillation between the pairs of real and synthetic segments.
Larger K could reduce the training time since the distilla-
tion algorithm receives smaller segments with fewer frames.

(4) Interpolation Algorithm (I) interpolates the Nsyn

independent synthetic frames to the required synthetic
video length. Our algorithms are detailed in Sec. 3.3.

So the level of temporal compression can be uniquely
determined by a quadruplet (Nsyn, Nreal,K, I). We show
some examples in Fig. 4 with different combinations. In the
following section, we will compare and analyze these four
axes and put forward some empirical conclusions to drive
future studies on video distillation.

3.3. Comparison of Temporal Compression

To investigate the effects of different temporal compression
levels, we conduct comprehensive experiments with differ-
ent Nsyn, Nreal, K, and I. In the following experiments,
the DM [30] algorithm is adopted and we use ConvNet (3-
layer convolutional network from [31]) with one layer GRU
head [5] as our backbone network.

(a) Frame-wise Distillation (b) Distill video to still image
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Figure 4. Examples with different compression levels. (a) use an
image distillation algorithm to distill the frames one by one. (b)
distills the video into a single image.

Comparison of Nsyn and Nreal values. We first com-
pare the models with different Nsyn (number of indepen-
dent synthetic frames) and Nreal (number of real frames)
and visualize in Fig. 5. We implement the segmented
matching segment number K = 1. The performance is
Fig. 5(a) shows that: (1) distilling the video to still image
could yield decent accuracy (over 17%), (2) larger Nreal

and Nsyn brings minor performance gain (less than 3%),
(3) the model degrades when Nreal < Nsyn (left-top of the
figure), potentially due to insufficient temporal information
in the real data. Fig. 5(b) and (c) show that larger Nreal and
Nsyn lead to significant memory consumption, e.g. model
with Nreal = Nsyn = 16 takes 16⇥ GPU memory than a
Nreal = Nsyn = 1 model. And models with large Nreal

also take more training time. And we can also read Fig. 5
diagonally to fix the per-frame receptive field Nreal/Nsyn,
and basically larger ratio leads to better performance.

Comparison of K values (segments). We study the ef-
fects of K in Fig. 6. The segmentation could notably re-
duce memory consumption (up to 40%) while maintaining
the training speed. However, the efficiency is achieved at
the cost of performance as the segmentation decreases the
“receptive field” of each synthetic frame.

Comparison of Interpolation Algorithms I. I is criti-
cal to compressed video distillation, especially when Nsyn

is small. We use various interpolation methods: (1) Du-
plication is simply copying the learned synthetic frames to
the required length, or namely nearest interpolation. e.g. a
2-frame video [f1, f2] can be interpolated to 4-frame video
[f1, f1, f2, f2]. (2) Linear interpolation generates inter-
mediate frames by blending adjacent reference frames. The
frame ft at time t will be the weighted sum of nearest ref-
erence frames ft1 , ft2 according to their temporal distance
t2 � t and t � t1. e.g. a 2-frame video [f1, f2] can be in-
terpolated to 4-frame video

h
f1,

2f1+f2

3 , f1+2f2
3 , f2

i
. (3)

Parametric interpolator is a pre-trained interpolation net-
work on the real video dataset. For each video data with
Lsyn frames, we evenly sample Nsyn frames and duplicate
them to length Lsyn. We train a TimeSformer [2] model '
on these real data and it learns to recover the original video
from the duplicated one. The pretrained model ' can be
utilized for interpolation, e.g. a 2-frame video [f1, f2] can
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(a) Distillation accuracy. (b) Memory consumption (GB). (c) Training time (seconds per iteration).

Figure 5. Model performance (a) and efficiency (b, c) comparison with different independent synthetic frames and real frames number
Nsyn, Nreal, with DM [30] and ConvNet+GRU.

(a) Distillation accuracy. (b) Memory consumption (GB). (c) Training time (seconds per iteration).

Figure 6. Performance (a) and efficiency (b, c) comparison with different numbers of segments K, with DM [30] and ConvNet+GRU.

Nsyn and Nreal 1 2 4 8
Duplication 17.4± 0.3 18.0± 0.4 17.3± 0.5 17.9± 0.6
Linear - 15.6± 0.1 16.1± 0.4 16.3± 0.5
Parametric 17.0± 0.6 18.6± 0.8 19.2± 1.0 18.5± 0.9

Table 1. Comparison of different interpolation algorithm I with
DM [30] and ConvNet+GRU model.

be interpolated to 4-frame video '([f1, f1, f2, f2]).
We compare the three interpolators in Tab. 1. The simple

duplication method outperforms linear interpolation. The
parametric method performs the best, especially on larger
frame numbers, as it encodes dataset-specific inductive bias
to compensate for the loss of temporal information.

Discussion. With the comparison of the four dimensions
of temporal compression, we have some fundamental ob-
servations that could offer direction for our further study of
video distillation: (1) Temporal compression confers sig-
nificant advantages to dataset distillation and static images
could encode more than little knowledge for video datasets;
(2) Segmented distillation could reduce the distillation cost,
but significantly sacrifice the model performance (3) Para-
metric interpolation could compensate for the loss of tem-
poral dynamic information in the video.

4. Methodology
Dataset distillation is a lossy data compression process.
With synthetic data as an intermediary, only part of the in-
formation in a real dataset could finally be learned by the
model according to the data processing inequality. Thus,

Loss Loss

Real Video

Static
Synth Video

Dynamic

(a) Stage 1 (b) Stage 2

️

UpdatingMatchingSelecting

H

Figure 7. Our two-stage method: Stage 1: static memory learning
with image distillation on one frame per video. Stage 2: the static
(frozen) and dynamic memory are combined into synthetic videos
by H, and aligned with the real data.

based on the analysis in Sec. 3.3 and considering the trade-
off between efficiency and efficacy, we propose a video
dataset distillation paradigm by disentangling the static and
dynamic information in videos. We put more effort into the
learning of static information with low cost (Sec. 4.1), and
then compensate for the dynamic information (Sec. 4.2).
We give an overview of our method in Fig. 7.

4.1. Static Learning
The results in Sec. 3.3 indicate that static information in
videos is more critical to the distillation task, given the
limited capacity of small synthetic data. Hence, we use a
Nsyn = Nreal = K = 1 setting to learn a static mem-
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Algorithm 1 Static Learning and Dynamic Fine-tuning.
Input: Distillation matching loss A, origin real video

dataset T , selection method B.
Output: Static and dynamic memory S , D, network H

Stage 1: Static Learning
Initialize S with random frames T .
for i = 1 to M do
Ts = B(T , 1) // Form a single-frame dataset
S  S � ↵SrSA(S, Ts) // Update S

end for
Stage 2: Dynamic Fine-tuning

Initialize D and H with noise
for i = 1 to N do
Td = B(T , Nreal) // Form a multi-frame dataset
L = A(H(D,S), Td) // Combine back to multi-
frames and compute matching loss
H H� ↵HrHL // Update H

D  D � ↵DrDL // Update D

end for

ory with only one frame. The specific distillation process
involves selecting one frame randomly from each video seg-
ment to form an image dataset in each epoch. The DC [31]
method is then applied for gradient matching on a convolu-
tional network. Since a new image dataset is created in each
epoch, the “image” we distill has ideally observed all video
frames and distilled the static memory from them.

4.2. Dynamic Fine-tuning
The choice of dynamic memory can be diverse. In this pa-
per, our dynamic memory is represented as multiple frames
of single-channel images. We use a network H which takes
static memory and dynamic memory as input and outputs
video clips. At this stage, we fix the static memory and use
different matching methods (performance matching, distri-
bution matching, and parameter matching) to simultane-
ously update the network H and dynamic memory.

We use a concrete formula to explain our paradigm. We
refer A(Tsyn, T ) as a matching loss of distillation where
Tsyn is synthetic dataset and T indicates origin dataset
{(xi, yi)}

|T |
i=1, xi 2 Rfi⇥c⇥h⇥w , yi 2 {0, 1, . . . , C �

1}. Given a frame selection method B(T , N) selecting N
frames from T to obtain a dataset with xi 2 RN⇥c⇥h⇥w,
we summarize our paradigm in Alg. 1.

5. Experiments
5.1. Datasets and Metrics
We adopt small video datasets UCF101 [19] and
HMDB51 [11], and large-scale Kinetics [3] and Something-
Something V2 [8] in our experiments. UCF101 [19] con-
sists of 13,320 video clips in 101 action categories while

HMDB51 [11] consists of 6849 video clips in 51 action cat-
egories. Kinetics [3] is a collection of video clips that cover
400/600/700 human action classes while SSv2 [8] covers
174 motion-heavy classes. To evaluate the distillation algo-
rithms on more diversified data scales, and considering the
efficiency of experiments and the clarity of model compar-
isons, following the scale of pioneering work on image dis-
tillation [25], we build a miniaturized version of UCF101,
named MiniUCF, including 50 most common classes from
the UCF101 dataset. This miniaturization enables rapid it-
erations of our method and facilitates observing relatively
significant changes in performance. We report the top-1
classification accuracy for MiniUCF and HMDB51, and the
top-5 classification accuracy for Kinetics400 and SSv2.

5.2. Baselines
The baseline methods involve: (1) coreset selection meth-
ods (random selection, Herding [26] and K-Center [18])
following the implementation for image distillation in
DC [31]. (2) direct adaptation of the common image dis-
tillation methods (DM [30], MTT [4], FRePo [32]) to
the video distillation task. (3) image distillation method
(DC [31]) with frame duplication for a “boring videos” pro-
posed by us, namely “Static-DC”.

5.3. Implementation Details
Data. For MiniUCF and HMDB51, the videos are sampled
to 16 frames with sampling interval 4 dynamically, i.e.. the
frames indices vary in different epochs. Following the setup
in C3D [21], each of these frames is cropped and resized to
112x112. For Kinetics-400 and Something-Something V2,
the videos are sampled to 8 frames before the distillation,
and the frames are cropped to 64x64. We only use horizon-
tal flipping with a 50% probability for data augment.

Static Learning. We use DC [31] to distill static mem-
ory with random real frame initialization. We utilize a 4-
layer 2D convolutional neural network for distillation (Con-
vNetD4) and perform an early stop in the distillation train-
ing when the loss converges. Interestingly, our experiments
indicate that static memory is not necessarily trained to full
convergence, as dynamic memory compensates for it.

Dynamic Finetuning. In dynamic fine-tuning, we adopt
distillation methods in various types, including DM [30],
MTT [4], and FRePo [32] to evaluate the broad applicabil-
ity of our paradigm. Dynamic memory is initialized with
random noise. We use a small 3D CNN (referred to as
MiniC3D) for distillation. The H network used for com-
bining static and dynamic memory is also a MiniC3D. For
more details, please refer to the supplementary.

Fair Comparison between the baseline and our method.
We rigorously ensure that the total storage space for static
memory, dynamic memory, and the H network is smaller
than the corresponding IPC (Instance Per Class). Specif-
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Dataset MiniUCF HMDB51
IPC 1 5 1 5

Full Dataset 57.22± 0.14 28.58± 0.69

Coreset
Selection

Random 9.9± 0.8 22.9± 1.1 4.6± 0.5 6.6± 0.7
Herding [26] 12.7± 1.6 25.8± 0.3 3.8± 0.2 8.5± 0.4
K-Center [18] 11.5± 0.7 23.0± 1.3 3.1± 0.1 5.2± 0.3

Dataset
Distillation

DM [30] 15.3± 1.1 25.7± 0.2 6.1± 0.2 8.0± 0.2
MTT [4] 19.0± 0.1 28.4± 0.7 6.6± 0.5 8.4± 0.6
FRePo [32] 20.3± 0.5 30.2± 1.7 7.2± 0.8 9.6± 0.7
Static-DC 13.7± 1.1 24.7± 0.5 5.1± 0.9 7.8± 0.4
DM [30]+Ours 17.5± 0.1 27.2± 0.4 6.0± 0.4 8.2± 0.1
MTT [4]+Ours 23.3 ± 0.6 28.3± 0.0 6.5± 0.1 8.9± 0.6
FRePo [32]+Ours 22.0± 1.0 31.2 ± 0.7 8.6 ± 0.5 10.3 ± 0.6

(a) Accuracy

Dataset MiniUCF HMDB51
IPC 1 5 1 5
Full Dataset 9.81 GB 4.93 GB
Random

115 MB 586 MB 115 MB 586 MBHerding [26]
K-Center [18]
DM [30]

115 MB 586 MB 115 MB 586 MBMTT [4]
FRePo [32]
Static-DC 8 MB 36 MB 8 MB 36 MB
DM [30]+Ours 94 MB 455 MB 94 MB 455 MB
MTT [4]+Ours 94 MB 455 MB 94 MB 455 MB
FRePo [32]+Ours 48 MB 228 MB 48 MB 228 MB

(b) Storage

Table 2. Results of baselines and our method on small-scale datasets. Top-1 test accuracies (%) and memory storage budget (MB or GB)
are reported. Storage represents the total size of tensors, assuming the data is stored as floats. Our method uses no more than 42% storage
compared with the naively adapted method for FRePo, while 82% for DM and MTT. We use the storage of coreset selection methods as a
reference and color-code the high, comparable, and low storage. IPC: Instance(s) Per Class.

Dataset Kinetics-400 SSv2
IPC 1 5 1 5
Full Dataset 34.6± 0.5 29.0± 0.6
Random 3.0± 0.1 5.6± 0.0 3.3± 0.1 3.9± 0.1
DM [30] 6.3± 0.0 9.1± 0.9 3.6± 0.0 4.1± 0.0
MTT [4] 3.8± 0.2 9.1± 0.3 3.9± 0.1 6.3± 0.3
Static-DC 4.6± 0.2 6.6± 0.2 3.9± 0.1 4.1± 0.0
DM[30]+Ours 6.3± 0.2 7.0± 0.1 4.0± 0.1 3.8± 0.1
MTT[4]+Ours 6.3± 0.1 11.5 ± 0.5 5.5 ± 0.1 8.3 ± 0.2

Table 3. Top-5 accuracy on Kinetics-400 [3] and SSv2 [8].

ically, on DM and MTT, we use no more than 82% of the
storage space corresponding to the baseline, which amounts
to 2 static memory with 2 dynamic memory for every in-
stance. On FRePo, we use no more than 42% of the storage
space corresponding to the baseline, which means 1 static
memory with 1 dynamic memory for every instance.

Evaluation of Distilled Dataset. Naturally, we evaluate
how well our synthetic data performs on architectures used
to distill it. When evaluating data distilled by FRePo, the
results should be considered as a reference only due to the
label learning conducted by the method itself and the use of
a different optimizer. We also evaluate how well our syn-
thetic data performs on different architectures from the one
used to distill it on the MiniUCF, 1 instance per class task.

Hyper-Parameters. Considering the numerous param-
eters involved in the experiments, we detail the parameter
settings for all experiments in the supplementary.

5.4. Results
We show the results of our small-scale experiments in Tab. 2
and large-scale in Tab. 3. The full dataset indicates the ac-
curacy of the network trained on the full dataset.

Comparison to Coreset Method. Following image dis-
tillation, we compare our method with coreset selection
methods on MiniUCF and HMDB51 in Tab. 2. In the ma-
jority of cases, our approach outperforms the coreset selec-
tion. Regarding coreset methods, we also observe: (1) On
average, the herding method proves to be the most effective
coreset approach. (2) With an increase in IPC, the perfor-

mance of herding exhibits a notable improvement. These
conclusions align with earlier experiments [31] in image
distillation, lending credibility to our findings.

Comparison to Other Methods.We compare our final
method with other methods we proposed in Fig. 1. Among
the three methods we proposed, Static-DC (Fig. 1(b)) ex-
hibits the poorest performance. Compared to both the
coreset method and Static-DC, the naively adapted method
(Fig. 1(a)) shows a significant improvement. This under-
scores the applicability of existing image distillation tech-
niques to videos and the effects of dynamic information in
video understanding. In comparison, our final method (cor-
responding to Fig. 1(c)) achieves a remarkable superiority
over all other methods through static and dynamic disen-
tangle learning. In most cases, our method could enhance
the current distillation methods while requiring less storage.
However, the performance of our method on Kinetics-400
is not as strong as on the other two smaller datasets. This
is because Kinetics-400 itself has a much larger number of
categories and samples compared to the other two smaller
datasets, which increases the difficulty and cost of distilla-
tion. Since our H network is shared, having 400 categories
sharing one H network in Kinetics-400 might cause inter-
ference during learning. Allocating different H networks
to different categories or using a more complex H network
could potentially offer better improvement in our method.
However, this approach would impose a greater training
burden and significantly reduce the practical value of dis-
tillation, so we do not conduct larger-scale experiments.

Cross Architecture Generalization. We also show the
result of cross-architecture generalization in Tab. 4. The ex-
perimental results indicate that the data obtained by static-
dynamic disentanglement performs much better on other
networks compared to the naively adapted method.
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Evaluation Model
ConvNet3D CNN+GRU CNN+LSTM

Random 9.9± 0.8 6.2± 0.8 6.5± 0.3
DM [30] 15.3± 1.1 9.9± 0.7 9.2± 0.3
DM[30]+Ours 17.5 ± 0.1 12.0 ± 0.7 10.3 ± 0.2
MTT [4] 19.0± 0.1 8.4± 0.5 7.3± 0.4
MTT[4]+Ours 23.3 ± 0.6 14.8 ± 0.1 13.4 ± 0.2

Table 4. Cross-architecture generalization for MiniUCF IPC=1.
CNN+GRU and CNN+LSTM are detailed in the supplementary.

SPC DPC Acc (%) Storage S1 Time S1 GPU Memory

1

0 13.7± 1.1 8 MB

68 s/iter 4,651 MiB1 17.5± 0.5 48 MB
2 19.6± 1.2 79 MB
3 20.6± 0.2 111 MB

2

0 20.4± 0.5 14 MB

156 s/iter 6,579 MiB1 22.3± 0.0 54 MB
2 23.3± 0.6 94 MB
3 - 117 MB

Table 5. Results and stage 1 cost for MiniUCF IPC=1 with differ-
ent ratios of static and dynamic memory. SPC: static memory per
class. DPC: dynamic memory per class. For MiniUCF IPC=1, the
storage for naive methods is 115 MB. We ensure that the storage
used by our method is less than 115 MB. S1 Time: The time re-
quired for each iteration (s/iter) at Stage 1 (static learning stage).
S1 GPU Memory: The GPU memory (MiB) required at Stage 1.

5.5. Ablation Study

Ratios of Static and Dynamic. We report results for Mini-
UCF 1 Instance per class task with different static and dy-
namic memory ratios in Tab. 5. We can find that increasing
the quantity of static and dynamic memory both improves
the scores. However, as their numbers increase, the time and
GPU memory required for Static Learning and the training
convergence time for Dynamic Fine-tuning under the same
computational power will also increase (Tab. 5). Consider-
ing training efficiency and effectiveness while ensuring the
storage does not exceed the corresponding IPC, a balanced
choice is to use 2 static with 2 dynamics for every instance.

Impact of Video Dynamics on Distillation. Actions in
the video exhibit varying degrees of dynamics. To explore
the impact of video dynamics, we categorized all classes
of MiniUCF into two groups (relatively static, highly dy-
namic) based on their level of dynamics, calculated by the
average Hamming distance between inter-frame features for
each class, and compared their test accuracy on networks
trained with distilled data (Fig. 8). We observe that (1)
data distilled by the Static-DC method is more sensitive
for static classes, which aligns with our expectations as this
method generates data that lacks dynamic information, akin
to a “boring video”. (2) The naively adapted MTT, in com-
parison, can distill more useful information but still shows
higher scores for static classes than dynamic classes. (3)
MTT+Ours, however, demonstrates better distillation of dy-
namic information compared to the previous methods and
exhibits significant improvements on dynamic classes.

Static-DC MTT MTT+Ours

Static Group Dynamic Group

14.9%

22.2% 24.1%

13.0%
18.1%

23.1%
+5.1% +5.0%

+7.3% +1.9%

Figure 8. Test accuracies of static and dynamic group on network
trained with distilled data.

MTT

MTT+Ours

MTT

MTT+Ours

CliffDiving

CleanAndJerk

Figure 9. Visualized inter-frame differences of videos distilled by
MTT and MTT+Ours for MiniUCF IPC=1.

5.6. Visualization
To observe the temporal changes in the distilled videos, we
sampled frames from the videos obtained using different
methods and visualized their inter-frame differences. We
show two examples in Fig. 9 and more in the supplemen-
tary. Although visually abstract, we can still conclude that
the distilled videos indeed exhibit temporal variations.

6. Conclusion
In this work, we provide the first systematic study of video
distillation. We propose a taxonomy to categorize meth-
ods based on key factors including the number of frames
and segment length. With extensive experiments, we re-
vealed that more frames provide marginal gains at greatly
increased costs. Then, we proposed our method that disen-
tangles static and dynamic information and achieves SOTA
with efficient storage. We believe our paradigm will pave a
new way for video distillation.
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