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Abstract

We present a novel method for efficiently producing semi-
dense matches across images. Previous detector-free
matcher LoFTR has shown remarkable matching capability
in handling large-viewpoint change and texture-poor
scenarios but suffers from low efficiency. We revisit its
design choices and derive multiple improvements for
both efficiency and accuracy. One key observation is that
performing the transformer over the entire feature map is
redundant due to shared local information, therefore we
propose an aggregated attention mechanism with adaptive
token selection for efficiency. Furthermore, we find spatial
variance exists in LoFTR’s fine correlation module, which is
adverse to matching accuracy. A novel two-stage correlation
layer is proposed to achieve accurate subpixel correspon-
dences for accuracy improvement. Our efficiency optimized
model is ∼ 2.5× faster than LoFTR which can even surpass
state-of-the-art efficient sparse matching pipeline Super-
Point + LightGlue. Moreover, extensive experiments show
that our method can achieve higher accuracy compared
with competitive semi-dense matchers, with considerable
efficiency benefits. This opens up exciting prospects for
large-scale or latency-sensitive applications such as image
retrieval and 3D reconstruction. Project page: https:
//zju3dv.github.io/efficientloftr/.

1. Introduction

Image matching is the cornerstone of many 3D computer
vision tasks, which aim to find a set of highly accurate cor-
respondences given an image pair. The established matches
between images have broad usages such as reconstructing
the 3D world by structure from motion (SfM) [1, 18, 25, 43]
or SLAM system [30, 31], and visual localization [38, 40],
etc. Previous methods typically follow a two-stage pipeline:
they first detect [37] and describe [49] a set of keypoints on
each image, and then establish keypoint correspondences by
handcrafted [27] or learning-based matchers [26, 39]. These
detector-based methods are efficient but suffer from robustly
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Figure 1. Matching Accuracy and Efficiency Comparisons. Our
method achieves competitive accuracy compared with semi-dense
matchers ( ) at a significantly higher speed. Compared with dense
matcher ROMA ( ), our method is ∼ 7.5× faster. Moreover, our
efficiency optimized model ( ) can surpass the robust sparse match-
ing pipeline ( ) SuperPoint (SP) + LightGlue (LG) on efficiency
with considerably better accuracy.

detecting repeatable keypoints across challenging pairs, such
as extreme viewpoint changes and texture-poor regions.

Recently, LoFTR [46] introduces a detector-free matching
paradigm with transformer to directly establish semi-dense
correspondences between two images without detecting key-
points. With the help of the transformer mechanism to cap-
ture the global image context and the detector-free design,
LoFTR shows a strong capability of matching challenging
pairs, especially in texture-poor scenarios. To reduce the
computation burden, LoFTR adopts a coarse-to-fine pipeline
by first performing dense matching on downsampled coarse
features maps, where transformer is applied. Then, the fea-
ture locations of coarse matches on one image are fixed,
while their subpixel correspondences are searched on the
other image by cropping feature patches based on coarse
match, performing the feature correlation, and calculating
expectation over the correlation patch.

Despite its impressive matching performance, LoFTR
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suffers from limited efficiency due to the large token size
of performing transformer on the entire coarse feature map,
which significantly barricades practical large-scale usages
such as image retrieval [16] and SfM [43]. A large bunch of
LoFTR’s follow-up works [6, 15, 32, 48, 55] have attempted
to improve its matching accuracy. However, there are rare
methods that focus on matching efficiency of detector-free
matching. QuadTree Attention [48] incorporates multi-scale
transformation with a gradually narrowed attention span
to avoid performing attention on large feature maps. This
strategy can reduce the computation cost, but it also divides
a single coarse attention process into multiple steps, leading
to increased latency.

In this paper, we revisit the design decisions of the
detector-free matcher LoFTR, and propose a new match-
ing algorithm that squeezes out redundant computations for
significantly better efficiency while further improving the
accuracy. As shown in Fig. 1, our approach achieves the
best inference speed compared with recent image matching
methods while being competitive in terms of accuracy. Our
key innovations lie in introducing a token aggregation mech-
anism for efficient feature transformation and a two-stage
correlation layer for correspondence refinement. Specifically,
we find that densely performing global attention over the
entire coarse feature map as in LoFTR is unnecessary, as the
attention information is similar and shared in the local region.
Therefore, we devise an aggregated attention mechanism to
perform feature transformation on adaptively selected tokens,
which is significantly compact and effectively reduces the
cost of local feature transformation.

In addition, we observe that there can be spatial vari-
ance in the matching refinement phase of LoFTR, which is
caused by the expectation over the entire correlation patch
when noisy feature correlation exists. To solve this issue,
our approach designs a two-stage correlation layer that first
locates pixel-level matches with the accurate mutual-nearest-
neighbor matching on fine feature patches, and then further
refines matches for subpixel-level by performing the correla-
tion and expectation locally within tiny patches.

Extensive experiments are conducted on multiple tasks,
including homography estimation, relative pose recovery,
as well as visual localization, to show the efficacy of our
method. Our pipeline pushes detector-free matching to un-
precedented efficiency, which is ∼ 2.5 times faster than
LoFTR and can even surpass the current state-of-the-art
efficient sparse matcher LightGlue [26]. Moreover, our
framework can achieve comparable or even better match-
ing accuracy compared with competitive detector-free base-
lines [6, 13, 14] with considerably higher efficiency.

In summary, this paper has the following contributions:
• A new detector-free matching pipeline with multiple im-

provements based on the comprehensive revisiting of
LoFTR, which is significantly more efficient and with

better accuracy.
• A novel aggregated attention network for efficient local

feature transformation.
• A novel two-stage correlation refinement layer for accurate

and subpixel-level refined correspondences.

2. Related Work

Detector-Based Image Matching. Classical image match-
ing methods [3, 27, 37] adopt handcrafted critics for de-
tecting keypoints, describing and then matching them. Re-
cent methods draw benefits from deep neural networks for
both detection [21, 37, 42] and description [12, 29, 49, 50],
where the robustness and discriminativeness of local de-
scriptors are significantly improved. Besides, some methods
[9, 11, 28, 34, 51] managed to learn the detector and descrip-
tor together. SuperGlue [39] is a pioneering method that
first introduces the transformer mechanism into matching,
which has shown notable improvements over classical hand-
crafted matchers. As a side effect, it also costs more time,
especially with many keypoints to match. To improve the ef-
ficiency, some subsequent works, such as [5, 44], endeavor
to reduce the size of the attention mechanism, albeit at the
cost of sacrificing performance. LightGlue [26] introduces a
new scheme for efficient sparse matching that is adaptive to
the matching difficulty, where the attention process can be
stopped earlier for easy pairs. It is faster than SuperGlue and
can achieve competitive performance. However, robustly
detecting keypoints across images is still challenging, espe-
cially for texture-poor regions. Unlike them, our method
focuses on the efficiency of the detector-free method, which
eliminates the restriction of keypoint detection and shows
superior performance for challenging pairs.

Detector-Free Image Matching. Detector-free methods
directly match images instead of relying on a set of detected
keypoints, producing semi-dense or dense matches. NC-
Net [35] represents all features and possible matches as a 4D
correlation volume. Sparse NC-Net [36] utilizes sparse cor-
relation layers to ease resolution limitations. Subsequently,
DRC-Net [23] improves efficiency and further improves per-
formance in a coarse-to-fine manner.

LoFTR [46] first employs the Transformer in detector-
free matching to model the long-range dependencies. It
shows remarkable matching capabilities, however, suffers
from low efficiency due to the huge computation of densely
transforming entire coarse feature maps. Many follow-
up works further improve the matching accuracy. Match-
former [55] and AspanFormer [6] perform attention on multi-
scale features, where local attention regions of [6] are found
with the help of estimated flow. QuadTree [48] gradually
restricts the attention span during hierarchical attention to
relevant areas, which can reduce overall computation. How-
ever, these designs contribute marginally or even decrease
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Figure 2. Pipeline Overview. (1) Given an image pair, a CNN network extracts coarse feature maps F̃A and F̃B , as well as fine features. (2)
Then, we transform coarse features for more discriminative feature maps by interleaving our aggregated self- and cross-attention N times,
where adaptively feature aggregation is performed to reduce token size before each attention for efficiency. (3) Transformed coarse features
are correlated for the score matrix S. Mutual-nearest-neighbor (MNN) searching is followed to establish coarse matches {Mc}. (4) To
refine coarse matches, discriminative fine features F̂

t

A, F̂
t

B in full resolution are obtained by fusing transformed coarse features F̃
t
A, F̃

t
B

with backbone features. Feature patches are then cropped centered at each coarse match Mc. A two-stage refinement is followed to obtain
sub-pixel correspondence Mf .

efficiency, since the hierarchical nature of multi-scale at-
tention will further introduce latencies. TopicFM [15] first
assigns features with similar semantic meanings to the same
topic, where attention is conducted within each topic for ef-
ficiency. Since it needs to sequentially process each token’s
features for transformation, the efficiency improvement is
limited. Moreover, performing local attention within topics
can potentially restrict the capability of modeling long-range
dependencies. Compared with them, the proposed aggre-
gated attention module in our method significantly improves
efficiency while achieving better accuracy.

Dense matching methods [13, 14, 52] are designed to
estimate all possible correspondences between two images,
which show strong robustness. However, they are generally
much slower compared with sparse and semi-dense methods.
Unlike them, our method produces semi-dense matches with
competitive performance and considerably better efficiency.

Transformer has been broadly used in multiple vision tasks,
including feature matching. The efficiency and memory foot-
print of handling large token sizes are the main limitations
of transformer [54], where some methods [19, 20, 56] at-
tempt to reduce the complexity to a linear scale to alleviate
these problems. Some methods [8, 22] propose optimizing
transformer models for specific hardware architectures for
memory and running-time efficiency. They are orthogonal
to our method and can be naturally adapted into the pipeline
for further efficiency improvement.

3. Method

Given a pair of images IA, IB , our objective is to establish a
set of reliable correspondences between them. We achieve
this by a coarse-to-fine matching pipeline, which first estab-
lishes coarse matches on downsampled feature maps and
then refines them for high accuracy. An overview of our
pipeline is shown in Fig. 2.

3.1. Local Feature Extraction

Image feature maps are first extracted by a lightweight back-
bone for later transformation and matching. Unlike LoFTR
and many other detector-free matchers that use a heavy multi-
branch ResNet [17] network for feature extraction, we alter-
nate to a lightweight single-branch network with reparam-
eterization [10] to achieve better inference efficiency while
preserving the model performance.

In particular, a multi-branch CNN network with residual
connections is applied during training for maximum repre-
sentational power. At inference time, we losslessly convert
the feature backbone into an efficient single-branch network
by adopting the reparameterization technique [10], which is
achieved by fusing parallel convolution kernels into a single
one. Then, the intermediate 1/8 down-sampled coarse fea-
tures F̃A, F̃B and fine features in 1/4 and 1/2 resolutions are
extracted efficiently for later coarse-to-fine matching.
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3.2. Efficient Local Feature Transformation

After the feature extraction, the coarse-level feature maps
F̃A and F̃B are transformed by interleaving self- and cross-
attention 1 n times to improve discriminativeness. The trans-
formed features are denoted as F̃

t

A, F̃
t

B .
Previous methods often perform attention on the entire

coarse-level feature maps, where linear attention instead of
vanilla attention is applied to ensure a manageable computa-
tion cost. However, the efficiency is still limited due to the
large token size of coarse features. Moreover, the usage of
linear attention leads to sub-optimal model capability. Un-
like them, we propose efficient aggregated attention for both
efficiency and performance.

Preliminaries. First, we provide a brief overview of the
commonly used vanilla attention and linear attention. Vanilla
attention is a core mechanism in transformer encoder layer,
relying on three inputs: query Q, key K, and value V. The
resultant output is a weighted sum of the value, where the
weighted matrix is determined by the query and its corre-
sponding key. Formally, the attention function is defined as
follows:

VanillaAttention(Q,K, V ) = softmax(QKT )V . (1)

However, applying the vanilla attention directly to dense
local features is impractical due to the significant token size.
To address this issue, previous methods use linear attention
to reduce the computational complexity from quadratic to
linear:

LinearAttention(Q,K, V ) = ϕ(Q)(ϕ(K)Tϕ(V )) . (2)

where ϕ(·) = elu(·) + 1. However, it comes at the cost
of reduced representational power, which is also observed
by [4].

Aggragated Attention Module. After comprehensively
investigating the mechanism of the transformer on coarse
feature maps, we have two observations that motivate us
to devise a new efficient aggregated attention. First, the
attention regions of neighboring query tokens are similar,
thus we can aggregate the neighboring tokens of fi to prevent
the redundant computation. Second, most of the attention
weights of each query token are concentrated on a small
number of key tokens, hence we can select the salient tokens
of fj before attention to reduce the computation.

Therefore, we propose to first aggregate the fi token
utilizing a depth-wise convolution network, and fj is aggre-
gated by a max pooling layer to get reduced salient tokens:

f ′
i = Conv2D(fi), f ′

j = MaxPool(fj) , (3)

1We feed feature of one image as query and feature of the other image
as key and value into cross-attention, similar to SG [39] and LoFTR [46].
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Figure 3. Detailed Transformer Module Comparison. Unlike
LoFTR which uses all tokens of feature maps to compute attention
and resort to linear attention to reduce the computational cost,
the proposed attention module first aggregates features for salient
tokens, which is significantly more efficient for attention. Then
the vanilla attention is utilized to transform aggregated features,
where relative positional encoding is inserted to capture the spatial
information. Transformed features are upsampled and fused with
the original features to form the final features.
where Conv2D is implemented by a strided depthwise con-
volution with a kernel size of s× s, identical to that of the
max-pooling layer. Then positional encoding and vanilla
attention are followed to process reduced tokens. Positional
encoding (PE) can help to model the spatial location con-
texts, where RoPE [45] is adopted in practice to account
for more robust relative positions, inspired by [26]. Note
that the PE layer is enabled exclusively for self-attention
and skipped during cross-attention. The transformed feature
map is then upsampled and fused with fi for the final feature
map. Due to the aggregation and selection, the number of
tokens in f ′

i and f ′
j is reduced by s2, which contributes to

the efficiency of the attention phase.

3.3. Coarse-level Matching Module

We establish coarse-level matches based on the previously
transformed coarse feature maps F̃

t

A, F̃
t

B . Coarse correspon-
dences indicate rough match regions for later subpixel-level
matching in the refinement phase. To achieve this, F̃

t

A and
F̃
t

B are densely correlated to build a score matrix S. The
softmax operator on both S dimensions (referred to as dual-
softmax) is then applied to obtain the probability of mutual
nearest matching, which is commonly used in [35, 46, 53].
The coarse correspondences {Mc} are established by select-
ing matches above the score threshold τ while satisfying the
mutual-nearest-neighbor (MNN) constraint.
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Efficient Inference Strategy. We observe that the dual-
softmax operator in the coarse matching can significantly
restrict the efficiency in inference due to the large token
size, especially for high-resolution images. Moreover, we
find that the dual-softmax operator is crucial for training,
dropping it at inference time while directly using the score
matrix S for MNN matching can also work well with better
efficiency.

The reason for using the dual-softmax operator in training
is that it can help to train discriminative features. Intuitively,
with the softmax operation, the matching score between two
pixels can also conditioned on other pixels. This mechanism
forces the network to improve feature similarity of true cor-
respondences while suppressing similarity with irrelevant
points. With trained discriminative features, the softmax
operation can be potentially eliminated during inference.

We denote the model skipping dual-softmax layer in in-
ference as efficiency optimized model. Results in Tab. 1
demonstrate the effectiveness of this design.

3.4. Subpixel-Level Refinement Module

As overviewed in Fig. 2 (4), with established coarse matches
{Mc}, we refine them for sub-pixel accuracy with our re-
finement module. It is composed of an efficient feature patch
extractor for discriminative fine features, followed by a two-
stage feature correlation layer for final matches {Mf}.

Efficient Fine Feature Extraction. We first extract dis-
criminative fine feature patches centered at each coarse
match Mc by an efficient fusion network for later match
refinement. For efficiency, our key idea here is to re-leverage
the previously transformed coarse features F̃

t

A, F̃
t

B to ob-
tain cross-view attended discriminative fine features, instead
of introducing additional feature transform networks as in
LoFTR [46].

To be specific, F̃
t

A and F̃
t

B are adaptively fused with 1/4
and 1/2 resolution backbone features by convolution and
upsampling to obtain fine feature maps F̂

t

A, F̂
t

B in the origi-
nal image resolution. Then 8× 8 local feature patches are
cropped on fine feature maps centered at each coarse match.
Since only shallow feed-forward networks are included, our
fine feature fusion network is remarkably efficient.

Two-Stage Correlation for Refinement. Based on the
extracted fine local feature patches of coarse matches, we
search for high-accurate sub-pixel matches. To refine a
coarse match, a commonly used strategy [6, 15, 46] is to
select the center-patch feature of IA as a fixed reference
point, and perform feature correlation and expectation on the
entire corresponding feature patch for its fine match. How-
ever, this refinement-by-expectations will introduce location
variance to the final match, because irrelevant regions also

have weights and can affect results. Therefore, we propose a
novel two-stage correlation module to solve this problem.

Our idea is to utilize a mutual-nearest-neighbor (MNN)
matching to get intermediate pixel-level refined matches in
the first stage, and then refine them for subpixel accuracy
by correlation and expectation. Motivations are that MNN
matching don’t have spatial variance since matches are se-
lected by directly indexing pixels with maximum scores, but
cannot achieve sub-pixel accuracy. Conversely, refinement-
by-expectation can achieve sub-pixel accuracy but variance
exists. The proposed two-stage refinement can draw benefits
by combining the best of both worlds.

Specifically, to refine a coarse-level correspondence Mc,
the first-stage refinement phase densely correlates their fine
feature patches to obtain the local patch score matrix Sl.
MNN searching is then applied on Sl to get intermediate
pixel-level fine matches. To limit the overall match num-
ber, we select the top-1 fine match for one coarse match by
sorting the correlation scores.

Then, we further refine these pixel-level matches for sub-
pixel accuracy by our second-stage refinement. Since the
matching accuracy has already significantly improved in
first-stage refinement, now we can use a tiny local window
for correlation and expectation with a maximum suppression
of location variance. In practice, we correlate the feature of
each point in IA with a 3 × 3 feature patch centered at its
fine match in IB . The softmax operator is then applied to
get a match distribution matrix and the final refined match is
obtained by calculating expectations.

3.5. Supervision

The entire pipeline is trained end-to-end by supervising the
coarse and refinement matching modules separately.

Coarse-Level Matching Supervision. The coarse ground
truth matches {Mc}gt with a total number of N are built
by warping grid-level points from IA to IB via depth maps
and image poses following previous methods [39, 46]. The
produced correlation score matrix S in coarse matching is
supervised by minimizing the log-likelihood loss over loca-
tions of {Mc}gt:

Lc = − 1
N

∑
(̃i,j̃)∈{Mc}gt

logS
(̃
i, j̃

)
. (4)

Fine-Level Matching Supervision. We train the proposed
two-stage fine-level matching module by separately super-
vising the two phases. The first stage fine loss Lf1 is to
minimize the log-likelihood loss of each fine local score
matrix Sl based on the pixel-level ground truth fine matches,
similar to coarse loss. The second stage is trained by Lf2

that calculates the ℓ2 loss between the final subpixel matches
{Mf} and ground truth fine matches {Mf}gt.
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Category Method MegaDepth Dataset ScanNet Dataset Time (ms)
AUC@5◦ AUC@10◦ AUC@20◦ AUC@5◦ AUC@10◦ AUC@20◦

Sparse
SP + NN 31.7 46.8 60.1 7.5 18.6 32.1 10.8
SP + SG 49.7 67.1 80.6 16.2 32.8 49.7 48.3
SP + LG 49.9 67.0 80.1 14.8 30.8 47.5 31.9/30.7

Semi-Dense

DRC-Net 27.0 42.9 58.3 7.7 17.9 30.5 328.0
LoFTR 52.8 69.2 81.2 16.9 33.6 50.6 66.2

QuadTree 54.6 70.5 82.2 19.0 37.3 53.5 100.7
MatchFormer 53.3 69.7 81.8 15.8 32.0 48.0 128.9

TopicFM 54.1 70.1 81.6 17.3 35.5 50.9 66.4
AspanFormer 55.3 71.5 83.1 19.6 37.7 54.4 81.6

Ours 56.4 72.2 83.5 19.2 37.0 53.6 40.1/34.4
Ours (Optimized) 55.4 71.4 82.9 17.4 34.4 51.2 35.6/27.0

Dense DKM 60.4 74.9 85.1 26.64 47.07 64.17 210.8
ROMA 62.6 76.7 86.3 28.9 50.4 68.3 302.7

Table 1. Results of Relative Pose Estimation on MegaDepth Dataset and ScanNet Dataset. We use the models trained on the MegaDepth
dataset to evaluate all methods on both datasets, which can show the intra- and inter-dataset generalization abilities. The AUC of pose error
at different thresholds, along with the processing time for matching image pair at a resolution of 640× 480, is presented. For SP + LG, Ours,
and Ours (Optimized), the running times of the model using FP32/Mixed-Precision numerical precisions (without Efficient Attention [8, 22])
are shown.

The total loss is the weighted sum of all supervisions:
L = Lc + αLf1 + βLf2.

4. Experiments
In this section, we evaluate the performance of our method
on several downstream tasks, including homography esti-
mation, pairwise pose estimation and visual localization.
Furthermore, we evaluate the effectiveness of our design by
conducting detailed ablation studies.

4.1. Implementation Details

We adopt RepVGG [10] as our feature backbone, and self-
and cross-attention are interleaved for N = 4 times to trans-
form coarse features. For each attention, we aggregate fea-
tures by a depth-wise convolution layer and a max-pooling
layer, both with a kernel size of 4× 4. Our model is trained
on the MegaDepth dataset [24], which is a large-scale out-
door dataset. The test scenes are separated from training
data following [46]. The loss function’s weights α and β
are set to 1.0 and 0.25, respectively. We use the AdamW
optimizer with an initial learning rate of 4 × 10−3. The
network training takes about 15 hours with a batch size of 20
on 4 NVIDIA V100 GPUs. And the coarse and fine stages
are trained together from scratch. The trained model on
MegaDepth is used to evaluate all datasets and tasks in our
experiments to demonstrate the generalization ability.

4.2. Relative Pose Estimation

Datasets. We use the outdoor MegaDepth [24] dataset and
indoor ScanNet [7] dataset for the evaluation of relative pose
estimation to demonstrate the efficacy of our method.

MegaDepth dataset is a large-scale dataset containing
sparse 3D reconstructions from 196 scenes. The key chal-
lenges on this dataset are large viewpoints and illumination
changes, as well as repetitive patterns. We follow the test

split of the previous method [46] that uses 1500 sampled
pairs from scenes “Sacre Coeur” and “St. Peter’s Square”
for evaluation. Images are resized so that the longest edge
equals 1200 for all semi-dense and dense methods. Follow-
ing [26], sparse methods are provided resized images with
longest edge equals 1600.

ScanNet dataset contains 1613 sequences with ground-
truth depth maps and camera poses. They depict indoor
scenes with viewpoint changes and texture-less regions. We
use the sampled test pairs from [39] for the evaluation, where
images are resized to 640× 480 for all methods.

Baselines. We compare the proposed method with three
categories of methods: 1) sparse keypoint detection and
matching methods, including SuperPoint [9] with Nearest-
Neighbor (NN), SuperGlue (SG) [39], LightGlue (LG) [26]
matchers. 2) semi-dense matchers, including DRC-Net [23],
LoFTR [46], QuadTree Attention [48], MatchFormer [55],
AspanFormer [6], TopicFM [15], and 3) state-of-the-art
dense matcher ROMA [14] that predict matches for each
pixel.

Evaluation protocol. Following previous methods, the
recovered relative poses by matches are evaluated for re-
flecting matching accuracy. The pose error is defined as the
maximum of angular errors in rotation and translation. We
report the AUC of the pose error at thresholds (5◦, 10◦, and
20◦). Moreover, the running time of matching each image
pair in the ScanNet dataset on a single NVIDIA RTX 3090 is
reported for comprehensively understanding the matching ac-
curacy and efficiency balance. We also include the running
time of feature extraction and keypoint detection (Super-
Point) for the sparse method to compare with dense methods,
which are end-to-end (from image input to matches output).
LG [26]’s SuperPoint [9] parameters (max keypoints=2048,
keypoint threshold=0.0005, nms=4) are uniformly used for
all sparse methods.
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Category Method Homography est. AUC

@3px @5px @10px

Sparse

D2Net + NN 23.2 35.9 53.6
R2D2 + NN 50.6 63.9 76.8
DISK + NN 52.3 64.9 78.9

SP + SG 53.9 68.3 81.7

Semi-Dense

Sparse-NCNet 48.9 54.2 67.1
DRC-Net 50.6 56.2 68.3
LoFTR 65.9 75.6 84.6

Ours 66.5 76.4 85.5

Table 2. Results of Homography Estimation on HPatches
Dataset. Our method is compared with sparse and semi-dense
methods. The AUC of reprojection error of corner points at differ-
ent thresholds is reported.

Results. As shown in Tab. 1, the proposed method achieves
competitive performances compared with sparse and semi-
dense methods on both datasets. Qualitative comparisons
are shown in Fig. 4. Specifically, our method outperforms
the best semi-dense baseline AspanFormer on all metrics
of the MegaDepth dataset and has lower but comparable
performance on the ScanNet dataset, with ∼ 2 times faster.
Our optimized model that eliminates the dual-softmax op-
erator in coarse-level matching further brings efficiency im-
provements, with slight performance decreases. Using this
strategy, our method can outperform the efficient and ro-
bust sparse method SP + LG in efficiency with significantly
higher accuracy. Dense matcher ROMA shows remarkable
matching capability but is slow for applications in practice.
Moreover, since ROMA utilizes the pre-trained DINOv2 [33]
backbone, its strong generalizability on ScanNet may be at-
tributed to the similar indoor training data in DINOv2, where
other methods are trained on outdoor MegaDepth only. Com-
pared with it, our method is ∼ 7.5 times faster, which has a
good balance between accuracy and efficiency.

4.3. Homography Estimation

Dataset. We evaluate our method on HPatches dataset [2].
HPatches dataset depicts planar scenes divided into se-
quences. Images are taken under different viewpoints or
illumination changes.

Baselines. We compare our method with sparse methods
including D2Net [11], R2D2 [34], DISK [53] detectors with
NN matcher, and SuperPoint [9] + SuperGlue [39]. As for
semi-dense methods, we compare with Sparse-NCNet [36],
DRC-Net [23], and LoFTR [46]. For SuperGlue and all semi-
dense methods, we use their models trained on MegaDepth
dataset for evaluation.

Evaluation Protocol. Following SuperGlue [39] and
LoFTR [46], we resize all images for matching so that their
smallest edge equals 480 pixels. We collect the mean repro-
jection error of corner points, and report the area under the
cumulative curve (AUC) under 3 different thresholds, includ-
ing 3 px, 5 px, and 10 px. For all baselines, we employ the
same RANSAC method as a robust homography estimator

Method DUC1 DUC2

(0.25m,2◦)/(0.5m,5◦)/(1.0m,10◦)

SP+SG 49.0 / 68.7 / 80.8 53.4 / 77.1 / 82.4
LoFTR 47.5 / 72.2 / 84.8 54.2 / 74.8 / 85.5

TopicFM 52.0 / 74.7 / 87.4 53.4 / 74.8 / 83.2
PATS 55.6 / 71.2 / 81.0 58.8 / 80.9 / 85.5

AspanFormer 51.5 / 73.7 / 86.0 55.0 / 74.0 / 81.7
Ours 52.0 / 74.7 / 86.9 58.0 / 80.9 / 89.3

Table 3. Results of Visual Localization on InLoc Dataset.

Method Day Night

(0.25m,2◦)/(0.5m,5◦)/(1.0m,10◦)

SP+SG 89.8 / 96.1 / 99.4 77.0 / 90.6 / 100.0
LoFTR 88.7 / 95.6 / 99.0 78.5 / 90.6 / 99.0

TopicFM 90.2 / 95.9 / 98.9 77.5 / 91.1 / 99.5
PATS 89.6 / 95.8 / 99.3 73.8 / 92.1 / 99.5

AspanFormer 89.4 / 95.6 / 99.0 77.5 / 91.6 / 99.5
Ours 89.6 / 96.2 / 99.0 77.0 / 91.1 / 99.5

Table 4. Results of Visual Localization on Aachen v1.1 Dataset.

for a fair comparison. Following LoFTR, we select only the
top 1000 predicted matches of semi-dense methods for the
sake of fairness.

Results. As shown in Tab. 2, even though the number of
matches is restricted, our method can also work remarkably
well and outperform sparse methods significantly. Com-
pared with semi-dense, our method can surpass them with
significantly higher efficiency. We attribute this to the effec-
tiveness of two-stage refinement for accuracy improvement
and proposed aggregation module for efficiency.

4.4. Visual Localization

Datasets and Evaluation Protocols. Visual localization
is an important downstream task of image matching, which
aims to estimate the 6-DoF poses of query images based
on the 3D scene model. We conduct experiments on two
commonly used benchmarks, including InLoc [47] dataset
and Aachen v1.1 [41] dataset, for evaluation to demonstrate
the superiority of our method. InLoc dataset is captured on
indoor scenes with plenty of repetitive structures and texture-
less regions, where each database image has a corresponding
depth map. Aachen v1.1 is a challenging large-scale outdoor
dataset for localization with large-viewpoint and day-and-
night illumination changes, which particularly relies on the
robustness of matching methods. We adopt its full localiza-
tion track for benchmarking.

Following [6, 46], the open-sourced localization frame-
work HLoc [38] is utilized. For both datasets, the percentage
of pose errors satisfying both angular and distance thresholds
is reported following the benchmarks, where different thresh-
olds are used. For the InLoc dataset, the metrics of two test
scenes including DUC1 and DUC2 are separately reported.
As for the Aachen v1.1 dataset, the metrics corresponding to
the daytime and nighttime divisions are reported.

Baselines. We compare the proposed method with both
detector-based method SuperPoint [9]+SuperGlue [39] and
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Figure 4. Qualitative Results. Our method is compared with the sparse matching pipeline SuperPoint [9]+LightGlue [26], semi-dense
matcher AspanFormer [6]. Image pairs with texture-poor regions and large-viewpoint changes can be robustly matched by our method. The
red color indicates epipolar error beyond 5× 10−4 (in the normalized image coordinates).

Method Pose Estimation AUC Time (ms)
@5◦ @10◦ @20◦

Ours Full 56.4 72.2 83.5 139.2
1) Ours Optimal (w/o dual-softmax) 55.4 71.4 82.9 102.0
2) Replace Agg. Attention to LoFTR’s Trans. 54.7 70.5 82.2 171.4
3) Replace two-stage refine. to LoFTR’s refine. 54.7 70.9 82.7 135.3
4) No second-stage refinement 55.8 71.8 83.3 138.1
5) Replace RepVGG with ResNet 55.4 71.4 82.9 156.2

Table 5. Ablation Studies. The components of our method are
ablated on the MegaDepth dataset for a comprehensive understand-
ing of our method, where averaged running times for an image pair
with high-resolution 1200× 1200 are reported.

detector-free methods including LoFTR [46], TopicFM [15],
PATS [32] and Aspanformer [6].

Results. We adhere to the pipeline and evaluation settings
of the online visual localization benchmark2 to ensure fair-
ness. As presented in Tab. 3, the proposed method achieves
competitive results, taking both detector-based and detector-
free methods into account. Being a method primarily geared
towards efficiency, our approach can deliver results compara-
ble to those of many accuracy-oriented methods. As depicted
in Tab. 4, our method also demonstrates performance on par
with the best-performing approaches.

4.5. Ablation Studies

In this part, we conduct detailed ablation studies to ana-
lyze the effectiveness of our proposed modules with results
shown in Tab. 5. 1) Without dual-softmax, our optimal model
can bring huge efficiency improvement in high-resolution
images. 2) In coarse feature transformation, replacing the
proposed aggregated attention module with LoFTR’s trans-
former can bring significant efficiency dropping, as well
as accuracy decrease. Note that the replaced transformer
is also equipped with RoPE same as ours for fair compari-
son. This demonstrates the efficacy of the proposed module
that performing vanilla attention on aggregated features can
achieve higher efficiency with even better matching accuracy.
3) Compared with using LoFTR’s refinement that performs

2https://www.visuallocalization.net/benchmark

expectation on the entire correlation patch, the proposed
two-stage refinement layer can bring accuracy improvement
with neglectable latency. We attribute this to the two-stage
refinement’s property that can maximize the suppression of
location variance in correlation refinement. 4) Dropping the
second refinement stage will lead to degraded pose accu-
racy with minor efficiency changes, especially on the strict
AUC@5◦ metric. 5) Changing the backbone from reparam-
eterized VGG [10] back to multi-branch ResNet [17] leads
to decreased efficiency with similar accuracy, which demon-
strates the effectiveness of our design choice for efficiency.

5. Conclusions
This paper introduces a new semi-dense local feature matcher
based on the success of LoFTR. We revisit its designs and
propose several improvements for both efficiency and match-
ing accuracy. A key observation is that performing the Trans-
former on the entire coarse feature map is redundant due
to the similar local information, where an aggregated atten-
tion module is proposed to perform transformer on reduced
tokens with significantly better efficiency and competitive
performance. Moreover, a two-stage correlation layer is
devised to solve the location variance problem in LoFTR’s
refinement design, which further brings accuracy improve-
ments. As a result, our method can achieve ∼ 2.5 times
faster compared with LoFTR with better matching accuracy.
Moreover, as a semi-dense matching method, the proposed
method can achieve comparable efficiency with the recent
robust sparse feature matcher LightGlue [26]. We believe
this opens up the applications of our method in large-scale or
latency-sensitive downstream tasks, such as image retrieval
and 3D reconstruction. Please refer to the supplementary
material for discussions about limitations and future works.
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