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Figure 1. Overall pipeline of GOV-NeSF. Given the posed images from any unseen 3D scene, and arbitrary open-vocabulary text queries,
our model is capable of both open-vocabulary 3D semantic segmentation and novel view synthesis with 2D semantic segmentation.

Abstract

Recent advancements in vision-language foundation
models have significantly enhanced open-vocabulary 3D
scene understanding. However, the generalizability of exist-
ing methods is constrained due to their framework designs
and their reliance on 3D data. We address this limitation
by introducing Generalizable Open-Vocabulary Neural
Semantic Fields (GOV-NeSF), a novel approach offering
a generalizable implicit representation of 3D scenes with
open-vocabulary semantics. We aggregate the geometry-
aware features using a cost volume, and propose a Multi-
view Joint Fusion module to aggregate multi-view features
through a cross-view attention mechanism, which effectively
predicts view-specific blending weights for both colors and
open-vocabulary features. Remarkably, our GOV-NeSF ex-
hibits state-of-the-art performance in both 2D and 3D open-
vocabulary semantic segmentation, eliminating the need for
ground truth semantic labels or depth priors, and effectively
generalize across scenes and datasets without fine-tuning.

1. Introduction

Semantic segmentation for 2D [13, 25, 34, 45] and 3D
[4, 29–31] is a fundamental problem in computer vision
with broad applications in fields such as autonomous driv-
ing [20, 39], robotic navigation [54], medical imaging anal-
ysis [15], etc. Given the input 2D images or 3D data such
as point cloud, the model is trained to predict dense seman-
tic labels that are assigned to each pixel or point, respec-
tively. Conventional approaches for semantic segmentation
are limited by a predefined set of classes that can potentially
be assigned to a pixel/point, which hinders the generaliz-
ability of the models across datasets and label sets, resulting
in dataset-specific models that heavily rely on labels.

Recently, Vision-Language Models (VLMs) [32, 33, 49,
51] propose to learn vision-language correlations from web-
scale image-text pairs, showing impressive generalizabil-
ity in zero-shot vision recognition tasks across different
datasets. Attempts like MaskCLIP [56] and PointCLIP [57]
have explored transferring knowledge from 2D VLMs to 3D
encoders, benefiting from the robustness and generalizabil-
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ity inherent in 2D VLMs. Despite their advantages, these
methods typically require pairs of images and point clouds
during training, which is largely constrained by the limited
availability of 3D data. Additionally, when this knowledge
is directly distilled from 2D to 3D contexts, the limited 3D
dataset sizes for training may compromise the generaliz-
ability of the models, which is the key strength of VLMs.

OpenScene [28] has achieved notable success in zero-
shot and open-vocabulary 3D semantic segmentation by av-
eraging multi-view open-vocabulary features and distilling
them into a 3D encoder. Despite these achievements, there
are several issues with this approach: 1) Averaging multi-
view open-vocabulary features can result in sub-optimal
performance (cf. Table 2); 2) The direct distillation of open-
vocabulary features from 2D to 3D can impair the general-
izability (cf. Table 2); 3) The performance of OpenScene-
2D significantly deteriorates during inference without depth
maps (cf. Table 2, Figure 5). To address these limita-
tions, we leverage Neural Radiance Field (NeRF) to si-
multaneously encode 3D scene representations and open-
vocabulary semantics, where we train the model to learn
the blending weights of multi-view open-vocabulary fea-
tures using the supervision from novel views. While previ-
ous works like LERF [16], VL-Fields [37], and Open-NeRF
[52] have explored using neural implicit fields to learn open-
vocabulary semantics, they still require per-scene optimiza-
tion and cannot generalize to unseen scenes.

In this paper, we propose Generalizable Open-
Vocabulary Neural Semantic Fields (GOV-NeSF), the over-
all pipeline of which is shown in Figure 1. GOV-NeSF
is trained using only 2D data without the need for point
clouds, ground truth semantic labels or depth maps, and can
generalize to unseen scenes for open-vocabulary semantic
segmentation. Our model is capable of 2D semantic seg-
mentation from novel views and 3D semantic segmentation
of the entire 3D scene. Our approach begins with the con-
struction of a cost volume through back-projection of im-
age features, which is then processed by a 3D U-Net [5, 19]
to extract geometry-aware features of the 3D scene. Sub-
sequently, during volume rendering, we predict the color
and semantic of the sampled 3D points through proposing a
Multi-view Joint Fusion Module, which is trained to blend
both the color and open-vocabulary values from multi-view
projections. Additionally, a Cross-View Attention module
is introduced to effectively aggregate multi-view image fea-
tures before the prediction of blending weights. Exten-
sive experiments validate our state-of-the-art performance
on both 2D and 3D open-vocabulary semantic segmenta-
tion. Our contributions can be summarized as:

1. To the best of our knowledge, we are the first to ex-
plore Generalizable Open-Vocabulary Neural Semantic
Fields. Its robust design allows for direct inference in
unseen scenes and seamless adaptation across datasets.

2. The Multi-view Joint Fusion module, a key innovation of
our model, blends colors and open-vocabulary features
from multi-view inputs. It employs implicit scene rep-
resentation to predict geometry-aware blending weights
and integrates a cross-view attention module for en-
hanced multi-view feature aggregation.

3. Extensive experiments demonstrate our state-of-the-art
open-vocabulary semantic segmentation results with re-
markable generalizability across scenes and datasets.

2. Related Work

Generalizable NeRF. The field of neural implicit repre-
sentation has seen significant advances [1, 26, 27, 41], yet
these methods depend on computationally intensive per-
scene optimization. To overcome this limitation, several
recent methods have been proposed to place emphasis on
the generalization to unseen scenes. Particularly, MVS-
NeRF [2], IBRNet [43], Point-NeRF [47], and PixelNeRF
[50] are designed to acquire neural radiance fields using im-
ages from arbitrary unseen scenes, achieving novel view
synthesis without per-scene optimization. Notably, Pixel-
NeRF [50] and IBRNet [43] employ volume rendering tech-
niques through back-projecting features from nearby refer-
ence images into 3D space. Instead of inputting only the
nearby views of the source view, we feed our model with
the coarsely captured images from the entire unseen scene,
in order to simultaneously encode the representation and the
open-vocabulary semantics of the whole 3D scene.

Neural Semantic Fields. As introduced in [55], Semantic-
NeRF marked a significant milestone in neural implicit rep-
resentation field by incorporating semantics into the NeRF
framework. Subsequent researchers have expanded upon
this foundational concept. For example, several studies
[11, 17, 18] extended Semantic-NeRF by incorporating
instance-level modeling, and [38] introduced abstract vi-
sual features for post hoc semantic segmentation deriva-
tion. [48] presented the concept of an object-compositional
neural radiance field. Panoptic NeRF [11] is designed for
panoptic radiance fields to address tasks such as label trans-
fer and scene editing, and GNeSF [3] introduces a gener-
alizable neural semantic field using a soft voting mecha-
nism. Recently, people also explored distilling the Vision-
Language Models knowledge into neural implicit represen-
tation to achieve open-vocabulary neural semantic fields.
LERF [16], VL-Fields [37] and Open-NeRF [52] lever-
age vision-language models to encode the open-vocabulary
semantics using neural implicit fields, performing seman-
tic novel view synthesis given arbitrary text query input.
Nonetheless, most existing works require per-scene opti-
mization and cannot generalize to unseen scenes. In con-
trast to the existing methods, we focus on the development
of generalizable open-vocabulary neural semantic fields to
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Figure 2. Structure of GOV-NeSF. Given a set of posed images of the 3D scene, we first use a shared image encoder to extract the 2D
feature maps, and unproject them to build a 3D cost volume. Moreover, we leverage LSeg [21] to predict the per-pixel open-vocabulary
features. We then perform Multi-View Stereo to query the 2D and open-vocabulary features for each sampled 3D point along the ray,
concatenate the queried 2D features and the volume feature, and feed them into the FusionNet to predict blending weights. The final color
and open-vocabulary feature are the weighted sum of multi views using the blending weights.

equip neural semantic fields with the capability to recognize
open-world categories across unseen scenes.

Open-Vocabulary 3D Semantic Segmentation. With
rapid advancements of Vision-Language Models [8, 12, 21,
22, 32], several works have proposed to distill the open-
vocabulary semantic knowledge into 3D models. One line
of works [9, 14, 42, 57] distill image-level CLIP features
into the 3D semantic segmentation models, which how-
ever can suffer from coarse supervision. Recently, Open-
Scene [28] proposes to leverage LSeg [21], OpenSeg [12]
to fuse the dense pixel-wise open-vocabulary features into
the point clouds, and achieves remarkable zero-shot and
open-vocabulary 3D semantic segmentation results com-
paring to existing methods. However, OpenScene requires
point clouds input during training and inference, and their
fusion of point-wise features is naive averaging. Moreover,
directly distilling the 2D open-vocabulary features into 3D
models can lead to limited generalizability, since the 3D
model is typically trained on 3D datasets that are remark-
ably small comparing to 2D web-scale datasets. In con-
trast, we propose to train a neural semantic fields, in order
to learn the multi-view features blending instead of direct
distillation, thus further unleashing the generalizability of
2D VLMs.

3. Methodology
3.1. Overview

The overall framework of our proposed GOV-NeSF is
shown in Figure 2. Given posed images of a 3D scene,
we first use an off-the-shelf 2D Open-Vocabulary seman-
tic segmentation model LSeg [21] to extract the per-pixel
open-vocabulary feature maps. We also train an image

encoder to embed image features, which is followed by
back-projection to build a 3D cost volume. Subsequently,
during volume rendering, we leverage Multi-View Stereo
(MVS) to query features for each sampled 3D point, and
propose a FusionNet to blend the multi-view colors and
open-vocabulary features with cross-view attention.

3.2. Feature Extraction

Feature Fusion. Formally, given a set of posed images
{In}Nn=1, I ∈ R3×h×w, we train an image encoder ϵ2D

to extract the 2D feature maps {F n}Nn=1, F
n ∈ Rc×h̄×w̄,

and build a 3D Cost Volume through unprojection. Specif-
ically, for a cost volume Vc ∈ RC×H×W×D, each voxel
feature is accumulated as:

v[:, i, j, k] = [Ai,j,k,Vi,j,k], (1)

where [ ] denotes concatenation, A, V represent average and
variance of the features that are unprojected to the voxel.
We then use a 3D U-Net [5, 19] to extract the geometry
features of the 3D scene and derive the aggregated Volume
Features Va ∈ RC′×H×W×D.

Open-Vocabulary Feature Extraction. To leverage 2D
vision-language models to provide dense open-vocabulary
features, we use a pre-trained LSeg [21] model to pre-
dict Open-Vocabulary (OV) feature maps {F n

ov}Nn=1, where
F n
ov ∈ Rd×h×w share the same image height h and width w

as In, with per-pixel d-dimensional OV feature.

3.3. Multi-view Joint Fusion

Multi-View Stereo. As shown in Figure 3, given the input
posed images {In}Nn=1 as reference images, and their 2D
feature maps {F n}Nn=1 and OV feature maps {F n

ov}Nn=1,
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Figure 3. FusionNet Structure. We aggregate multi-view features
through Cross-View Attention module, and predict view-specific
blending weights. Refer to the text for more details.

we perform volume rendering to render images from novel
views. Given a ray {r(t) = o + td, t ≥ 0} from the
source view, we project a 3D point p sampled on the ray
onto the reference views and get its normalized 2D coor-
dinates {πn(p)}Nn=1. We then use bilinear interpolation to
get the queried RGB values {in = In(πn(p))}Nn=1, 2D
features {fn = F n(πn(p))}Nn=1, and OV feature {fn

ov =
F n
ov(πn(p))}Nn=1. Furthermore, we query the volume fea-

ture at p using trilinear interpolation to get v = Va(:,p).

Joint View Blending. Since we are targeting generaliz-
able neural implicit fields for room-scale scene represen-
tation, it is difficult to directly regress colors and OV fea-
tures in the 3D space (cf . Table 1, Table 2, Table 3). We
thus propose to jointly blend the colors and the OV features
from reference views instead of direct regression. Specifi-
cally, we construct the view-specific features for n-th view
as xn = [fn, v], and feed {xn}Nn=1 into our proposed Fu-
sionNet to predict view-specific weights:

{wn
c }Nn=1, {wn

s }Nn=1 = FusionNet({xn}Nn=1), (2)

where {wn
c }Nn=1, {wn

s }Nn=1 are the blending weights for
colors and OV features, respectively. We then normalize
them using Softmax to get {w̄n

c }Nn=1 and {w̄n
s }Nn=1, and

compute the color c and OV feature s of 3D point p as:

c =

N∑
n=1

w̄n
c · in, s =

N∑
n=1

w̄n
s · fn

ov. (3)

Additionally, we predict the density of p from the volume
feature: σ = MLPσ(v).

FusionNet. As shown in Figure 3, given the cross-view
features {xn}Nn=1, we first use a shared tiny MLP to aggre-
gate features for each view: {x̃n}Nn=1 = MLPa({xn}Nn=1).
Subsequently, we propose a Cross-View Attention (CVA)
module based on self-attention [40] to exchange informa-
tion across views before blending weights prediction:

{x̃n
att}Nn=1 = CVA

(
{x̃n + DE (dn)}Nn=1

)
, (4)

where CVA(·) is a self-attention module based on Trans-
formers [10, 40], dn is the ray direction from n-th camera
to p, and DE(·) is the ray direction encoder.

To equip the color prediction with source-view-
dependency, we compute the color blending weights using:

{wn
c }Nn=1 = MLPc

({
x̃n
att + RDE

(
d0 · dn

)}N

n=1

)
, (5)

where d0 is the ray direction from source camera to p,
and RDE(·) is relative ray direction encoder. Furthermore,
the prediction of OV feature blending weights should be
source-view-agnostic:

{wn
s }Nn=1 = MLPs

(
{x̃n

att}
N
n=1

)
. (6)

Joint Volume Rendering. Similarly to volume rendering
[26], we accumulate both the colors and OV features along
each ray using the shared density field:

Ĉ(r) =

Np∑
i=1

Ti (1− exp(−σiδi)) ci, (7a)

Ŝ(r) =

Np∑
i=1

Ti (1− exp(−σiδi)) si, (7b)

Ti = exp

−
i−1∑
j=1

σjδj

 , (7c)

where δj is the distance between sampled points along the
ray. {ci}

Np

i=1, {si}
Np

i=1, {σi}
Np

i=1 are the colors, OV features,
and densities of the points along the ray.

3.4. Training Objective

Our loss function is defined as:

L = Lcolor + αLov, (8)

where α is the weight balancing two loss terms. The color
loss Lcolor and open-vocabulary feature loss Lov are re-
spectively defined as:

Lcolor =
1

|R|
∑
r∈R

∥∥∥Ĉ(r)−C(r)
∥∥∥2
2
, (9a)

Lov =
1

|R|
∑
r∈R

(
1− cos

(
Ŝ(r),S(r)

))
, (9b)

where C(r) and S(r) are the ground truth color and OV
feature for ray r, and cos(·) is cosine similarity. Note that
since the OV feature map prediction from LSeg is not view-
consistent, we detach the gradient from Lov to σ to enhance
the quality of the learned density fields.
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3.5. Inference

Given input posed images of a 3D scene that is unseen
during training, we first encode them into our frame-
work to build the scene representation with OV semantics.
We then input an arbitrary set of texts {tk}Kk=1 and en-
code the text features using the frozen text encoder ϵtextov :
{ϵtextov (tk)}Kk=1, which are utilized for both 2D and 3D
Open-Vocabulary Semantic Segmentation.

2D semantic segmentation. We render the OV feature
maps from arbitrary novel views: {F̂m

ov}Mm=1 and compute
its pixel-wise cosine similarity with {ft(t

k)}Kk=1. The per-
pixel segmentation result is then given by the argmax within
the similarities with all the query text features.

3D semantic segmentation. Our model is also capable
of segmenting any given point clouds corresponding to the
input images. We simply query the source-view-agnostic
OV features of the given point coordinates and perform
per-point segmentation similarly as 2D semantic segmen-
tation. Note that comparing to OpenScene-2D [28] which
uses naive averaging between multi-view OV feature maps,
our model leverages neural implicit representation to learn
the blending weights based on the supervision from novel
views OV feature maps.

Remarks. Although our method does not require
the ground truth depth maps during training, we can
also leverage the depth maps during inference similarly
as OpenScene-2D [28] through a Depth Guided Masking
(DGM) method. We compare the distances from 3D points
to multi views, and mask out the blending weights of the
views where the distances differ over 25% from ground
truth depths. In the subsequent experiments, “Ours” does
not include the DGM module unless otherwise specified.

4. Experiments
We conduct extensive experiments on 2D and 3D gen-
eralizable open-vocabulary semantic segmentation tasks.
We also compare our novel view synthesis performance
with existing generalizable NeRF methods to quantify our
scene representation quality. Furthermore, we perform de-
tailed qualitative comparisions on both 2D and 3D open-
vocabulary semantic segmentation, and conduct extensive
ablation studies on our proposed components.

4.1. Experiment Setup

Implementation Details. For 2D feature extraction, we
leverage ResUNet-34 [7] to encode 2D feature maps, and
use the ViT-L/16-based LSeg [21] model to extract OV fea-
ture maps. For 3D feature aggregation, we leverage a 3D
ResUNet [19] containing 3 levels. For volume rendering,
we sample 64 points along each ray and do not perform hi-
erarchical sampling to reduce GPU consumption.

Datasets. We mainly conduct experiments on two
datasets: real-world dataset ScanNet [6], and synthetic
dataset Replica [35]. ScanNet is a large RGB-D dataset con-
taining 2.5M views in 1,513 real-world 3D indoor scenes
with the corresponding camera poses and semantic labels.
We train our models on their provided training set split and
evaluate on the validation set. Replica provides 18 high-
quality synthetic 3D indoor scenes with mesh and ground
truth 2D semantic labels. We follow Semantic-NeRF [55]
to generate sets of posed images in 8 scenes. Since Replica
[35] does not provide the ground truth 3D semantic labels,
we leverage the TSDF Fusion in [36] to generate the mesh
with semantic labels. To evaluate the generalizability of our
proposed model, we train our models on ScanNet train set
and evaluate them on both ScanNet val set and Replica. For
each scene, we extract 100 images with corresponding cam-
era poses. During training, we input 30 posed images as
reference images and render 3 images from novel views for
each iteration. During testing, we input 95 images and ren-
der 5 images from novel views for evaluating 2D semantic
segmentation, and input all 100 images for evaluating 3D
semantic segmentation.

Metrics. To evaluate the semantic segmentation qual-
ity, we compute mean Intersection-over-Union (mIoU), to-
tal Accuracy (oAcc), and average Accuracy (mAcc) on both
2D and 3D semantic segmentation. Similar to previous
works [26, 43], we report PSNR, SSIM [44] and LPIPSvgg

[53] to evaluate the quality of our novel view synthesis.

Baselines. We build the 2D and 3D baselines since there
is no prior work on generalizable open-vocabulary neural
semantic fields:
• 2D Semantic Segmentation. We modify the model of S-

Ray [23] to S-Ray-OV, which predicts open-vocabulary
feature maps instead of one-hot semantic logits to repro-
duce their open-vocabulary results. We also compare with
the Distill Baseline, which shares the basic framework de-
sign as ours without the Multi-view Joint Fusion module,
i.e. directly regressing open-vocabulary features using the
multi-view image features and volume features.

• 3D Semantic Segmentation. We mainly compare with
the Distill Baseline, and LSeg [21]-based OpenScene-
2D and OpenScene-3D [28]. For a comprehensive anal-
ysis, we compare with OpenScene-2D in both w/ and
w/o Depth scenarios. For evaluating OpenScene-3D on
Replica, we use their provided model pre-trained on
ScanNet with fused LSeg features. We first input their
preprocessed point clouds of Repilca scenes to predict the
dense OV features, and transfer them to the meshes that
we extracted using TSDF Fusion.

Furthermore, we still compare with NeRF-Det [46], Neu-
Ray [24] and S-Ray [23] in terms of novel view synthesis to
evaluate the quality of our 3D scene representations despite
novel view synthesis is not the focus of GOV-NeSF.
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Method
ScanNet [6] Replica [35]

mIoU oAcc mAcc mIoU oAcc mAcc

Fully-Supervised
MVSNeRF [2]+Semantic Head† 39.8 60.0 46.0 23.4 54.3 33.7
NeuRay [24]+Semantic Head† 51.0 77.6 57.1 35.9 69.4 44.0

S-Ray [23]† 57.2 78.2 62.6 41.6 70.5 47.2

Open-Vocabulary

S-Ray [23]-OV 33.9 50.6 45.7 9.7 26.7 18.2
Distill Baseline 46.4 69.0 56.5 5.0 28.1 11.5

Ours 52.2 73.8 62.2 44.3 76.2 57.6

LSegrd [21]‡ 48.4 69.4 57.6 23.2 53.7 31.3
LSeggt [21]‡ 55.9 77.3 65.4 52.0 79.6 64.9

Table 1. Generalizable NeRF-based 2D Semantic Segmentation Results. We report semantic segmentation results from novel views in
novel scenes. † are results reported in [23]. ‡ LSegrd, LSeggt are the results of directly applying LSeg [21] on the rendered images by
NeuRay [24] or ground truth images at novel views, respectively.

Model Input Method
ScanNet [6] Replica [35]

3D mIoU 3D oAcc 3D mAcc 3D mIoU 3D oAcc 3D mAcc

3D OpenScene-3D [28]† 51.6 72.8 62.5 3.3 27.7 6.5

2D w/o Depth
OpenScene-2D [28] w/o Depth† 42.1 64.4 56.8 31.2 64.4 48.7

Distill Baseline 43.4 64.0 56.2 17.7 42.7 31.0
Ours 45.7 68.3 60.3 32.8 66.3 49.4

2D w/ Depth
OpenScene-2D [28]† 52.2 73.4 63.3 35.8 69.4 52.2

Ours w/ DGM 53.5 74.6 64.4 37.7 71.5 53.3

Table 2. Open-Vocabulary 3D Semantic Segmentation Results. † are our reproduced results.

Method
ScanNet [6] Replica [35]

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

NeRF-Det [46]† 18.8 0.743 0.505 13.5 0.664 0.618
NeuRay [24]† 22.8 0.786 0.142 18.1 0.606 0.195
S-Ray [23]† 22.0 0.769 0.154 18.0 0.604 0.203

Ours 21.5 0.801 0.456 21.5 0.811 0.419

Table 3. Novel View Synthesis Results. † are our reproduced results using our extracted datasets.

4.2. Main Results

2D Semantic Segmentation. In Table 1, we show semantic
segmentation results of various Generalizable NeRF-based
methods. Our Distill Baseline surpasses S-Ray [23]-OV and
performs comparably to LSegrd [21] on ScanNet. How-
ever, when applied to the Replica dataset, the Distill Base-
line shows significantly reduced effectiveness, highlighting
the undermined generalizability in direct distillation. In
contrast, our method exhibits a substantial improvement on
ScanNet, outperforming S-Ray-OV by a margin of +18.3
in mIoU and the Distill Baseline by +5.8 mIoU. More no-
tably, on the Replica dataset, our approach exceeds both
the S-Ray-OV and Distill Baseline by over +34.6 mIoU
and +39.4 in mAcc. These significant improvements can

be attributed to our Joint Blending module, which blends
multi-view OV features instead of direct regression. Fur-
thermore, our approach outperforms LSegrd [21] by +3.8
mIoU in ScanNet and +21.1 mIoU in Replica. Note that
our given images are relatively sparse, which results in chal-
lenges in rendering high-quality images from novel views,
yet our performance remains comparble to LSeggt when
transferred to Replica without fine-tuning.

3D Semantic Segmentation. Table 2 shows the com-
parisons with different open-vocabulary 3D semantic seg-
mentation methods. OpenScene-3D performs comparably
to OpenScene-2D and our method in ScanNet, yet greatly
degenerates when transferred to Replica, necessitating the
usage of 2D VLMs during inference. Under the w/o Depth
setting, we reproduce OpenScene-2D [28] results without
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Figure 4. Visualization of 2D results. We show the GT color images, our rendered color images, S-Ray [23]-OV rendered semantics, our
rendered semantics, LSeggt [21] predictions, and GT semantics on novel views from unseen scenes in ScanNet [6] and Replica [35].

depth-based masking. Our Distill Baseline performs com-
parably as the OpenScene-2D w/o Depth on ScanNet, and
our approach surpasses both baselines by at least +2.3
mIoU on ScanNet and +1.6 mIoU on Replica. Notably,
our approach surpasses OpenScene-3D and Distill Baseline
by +29.5 mIoU and +15.1 mIoU on Replica, respectively,
thus further emphasizing the robustness of our model. Ad-
ditionally, our method can also leverage depth maps during
inference when available to further improve OpenScene-2D
performance by +1.3 ∼ +1.9 mIoU.

Novel View Synthesis. We also evaluate the novel view
synthesis quality in Table 3, where our approach achieves
superior performance than NeRF-Det [46] and comparable
results as NeuRay [24] and S-Ray [23]. Note that both Neu-

Ray and S-Ray leverage the ground truth depth maps during
training, while we only learn the density field based on RGB
images. Moreover, we consistently maintains the quality of
scene representation when transferred to Replica.

4.3. Qualitative Results

2D results. We visualize the 2D results in Figure 4, where
color images and open-vocabulary semantics are rendered
from novel views in unseen scenes. Our color image ren-
derings are relatively blurry compared to the rendering in
S-Ray [23] since we are targeting room-scale representa-
tion without depth priors. We demonstrate significant im-
provements over S-Ray [23]-OV since they fail to effec-
tively regress the OV features through direct distillation.
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Figure 5. Visualization of 3D results. We compare with OpenScene-2D [28] in terms of 3D semantic segmentation on ScanNet.

MJF VFA CVA DGM
2D Seg. 3D Seg.

mIoU oAcc mAcc mIoU oAcc mAcc

✓ 46.4 69.0 56.5 39.4 62.2 54.1
✓ 49.5 71.8 60.4 44.2 67.1 57.5
✓ ✓ 50.7 72.1 60.9 44.6 67.4 57.8
✓ ✓ ✓ 52.2 73.8 62.2 45.7 68.3 59.1
✓ ✓ ✓ ✓ 46.8 69.8 58.3 53.5 74.6 64.2

Table 4. Ablation study on ScanNet, evaluating contributions of our proposed components.

Our results are also comparable to the LSeggt [21], and in
some cases (row 1,3,4) we can surpass their results through
the aggregation of multi-view OV features.

3D results. We visualize the 3D results in Figure 5.
Our approach demonstrates significant improvements over
OpenScene-2D [28] when not given ground truth depth
maps, and further refines multi-view OV features fusion
when given ground truth depth maps. Our MJF module
automatically learns to reason about the occlusion without
depth supervision, and facilitates more efficient inference
compared to the volume rendering-based depth estimation.

4.4. Ablation Study

Table 4 shows the ablation study we conducted on Scan-
Net. The first row with the same design as Distill Base-
line, greatly suffers from domain gaps and significantly de-
generates when transferred to Replica (cf. Table 1). This
demonstrates the necessity of our MJF module to learn the
blending weights for OV features. Furthermore, the integra-
tion of Volume Feature Aggregation and Cross-View Atten-
tion module improves both 2D and 3D semantic segmenta-
tion performance. This improvement underscores the bene-
fits of aggregating scene-level geometry features and cross-
view image features prior to blending weights prediction.
Moreover, the Depth-Guided Masking module can lead to

significant improvements on 3D semantic segmentation by
explicitly masking out the occluded projections. However,
it also causes a drop in 2D semantic segmentation perfor-
mance since it can result in empty holes in the rendered
images. Consequently, DGM module is only used in 3D
semantic segmentation when depth masks are available.

5. Conclusion

In this paper, we introduce GOV-NeSF, a pioneering frame-
work for generalizable open-vocabulary neural semantic
fields. Leveraging the neural implicit representation, GOV-
NeSF is designed to learn the joint blending weights for
both colors and open-vocabulary features queried from
multi-view images, eliminating the need for 3D data, depth
priors, or explicit ground truth semantic labels. Our
framework design enables GOV-NeSF to excel in open-
vocabulary semantic segmentation across both 2D semantic
NVS and 3D, and set state-of-the-art in benchmarks.
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