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Image Caption: An image depicting in the morning. A brown cute teddy bear, a purple cute teddy bear, a yellow cute 
teddy bear, a blue cute teddy bear all standing side by side on a red brick road. The scene should be set in front of Pink 
Castle with clear blue sky overhead, punctuated by fluffy white clouds, and trees with green leaves. The pink castle should 
loom majestically in the background. Instance Captions: 1-4) A brown/purple/yellow/blue teddy bear; 5) a red brick road; 
6) Pink Castle; 7-8) green leaves; 9-10) fluffy white clouds

Image Caption: Craft an oil painting: Picture a seaside garden drenched in radiant hues of roses, lilies, and lavender, 
transitioning gracefully into the expansive azure ocean and blue sky. Integrate a weathered, rustic pathway with steps that 
invite viewers towards the water's edge, complemented by a prominent bouquet of flowers and plants.  
Instance Captions: 1-19) roses; 20) sky; 21) ocean; 22) pathway with steps; 23) bouquet of flowers; 24) plant; 25-26) plants
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a)  Diverse Instance Attributes and Locations b)  Dense Small Objects

c)  Various Location Conditions (box, mask, scribble, point)

Image Caption: An image of two little husky puppy in a wicker basket.  
Instance Captions: 1) a husky puppy sitting in a wicker basket + Mask. 2) a black and white husky puppy in a blue towel 
+ Box. 3) two husky puppies sitting in a wicker basket + Scribble. 4) a blue towel + Point
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d)  Image Composition with Whole Instance, Part and Subpart

Image Caption: A golden eagle perched on a rugged rock. 
Instance Caption: 1-2) A golden eagle; 3-4) Eagle’s head; 5-6) Eagle’s beak
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Figure 1. InstanceDiffusion’s generations using instance-level text prompts and location conditions for image generation. Our model can
respect: a) a variety of instances with diverse attributes (8 colors) and boxes, b) densely-packed instances (>25 objects), c) mixed location
conditions (such as boxes, masks, scribbles, and points), and d) compositions with granularity spanning from entire instances to parts and
subparts. The positioning of parts/subparts implicitly alters the overall pose of the object. The instance inputs and their global text prompts
are displayed, with the location conditions displayed on the left image. Numbers in the box/mask/scribble/point refer to the instance id.

Abstract

Text-to-image diffusion models produce high quality im-
ages but do not offer control over individual instances in
the image. We introduce InstanceDiffusion that adds precise
instance-level control to text-to-image diffusion models. In-
stanceDiffusion supports free-form language conditions per
instance and allows flexible ways to specify instance lo-
cations such as simple single points, scribbles, bounding
boxes or intricate instance segmentation masks, and com-
binations thereof. We propose three major changes to text-
to-image models that enable precise instance-level control.
Our UniFusion block enables instance-level conditions for
text-to-image models, the ScaleU block improves image fi-
delity, and our Multi-instance Sampler improves genera-
tions for multiple instances. InstanceDiffusion significantly
surpasses specialized state-of-the-art models for each lo-
cation condition. Notably, on the COCO dataset, we out-

perform previous state-of-the-art by 20.4% APbox
50 for box

inputs, and 25.4% IoU for mask inputs.

1. Introduction

Image generation models [8, 9, 18, 22, 26, 27, 44, 46, 50,
53, 69] trained on web-scale data have made tremendous
progress in the recent years. Notably, text conditioned dif-
fusion models now produce high quality images that contain
the free form concepts specified in the text [12, 22, 44, 50,
53, 54]. While text-based control is useful, it does not al-
ways allow for precise and intuitive control over the output
image. Thus, many different forms of conditioning, e.g.,
edges, normal maps, semantic layouts have been proposed
for better control [3, 7, 14, 15, 17, 34, 40, 41, 64, 65]. These
richer controls enable a broader range of applications for the
generative models in design, data generation [16, 68] etc. In
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this work, we focus on precise control over the instances in
terms of their location and attributes in the output image.

We propose and study instance-conditioned image gen-
eration whereby a user can specify every instance in terms
of its location and an instance-level text prompt to gener-
ate an image. The location can be specified using either a
bounding box, an instance mask, a single point or a scrib-
ble. Practically, this allows for a flexible input where some
instance locations maybe specified more precisely using
masks, and others less precisely using points. The per in-
stance text prompts allow for fine-grained control over the
instance’s attributes such as color, texture, etc. Our pro-
posed instance-conditioned generation is a generalization of
settings studied in prior work [4, 34, 65] that consider only
one location format and do not use per instance captions.

Our model presents several design choices that enable
more precise yet flexible control for instances in the out-
put image. Since locations can be specified in a variety of
formats, we present a unified way to parameterize and fuse
their information during the generation process. Our uni-
fied modeling is simpler than prior work that uses separate
architectures and strategies to model different location for-
mats. Moreover, the unified modeling of location formats
allows the model to exploit the shared underlying structure
of instance locations which improves performance.

Through comprehensive evaluations, our method In-
stanceDiffusion outperforms state-of-the-art models spe-
cialized for particular instance conditions. We achieve a
20.4% increase in APbox

50 over GLIGEN [34] when evalu-
ating with bounding box inputs on COCO [36] val. For
mask-based inputs, we obtain a 25.4% boost in IoU com-
pared to DenseDiffusion [28] and a 36.2% gain in APmask

50

over ControlNet [65]. As prior methods do not study point
or scribble inputs for image generation, we introduce eval-
uation metrics for these settings. InstanceDiffusion also
demonstrates superior ability to adhere to attributes speci-
fied by instance-level text prompts. We obtain a substantial
25.2 point gain in instance color accuracy and a 9.2 point
improvement in texture accuracy compared to GLIGEN.
Contributions. (1) In this paper, we propose and study
instance-conditioned image generation that allows flexible
location and attribute specification for multiple instances.
(2) We propose three key modeling choices that improve re-
sults – (i) UniFusion (§ 3.2), which projects various forms
of instance-level conditions into the same feature space, and
injects the instance-level layout and descriptions into the vi-
sual tokens; (ii) ScaleU (§ 3.3), which re-calibrates the main
features and the low-frequency components within the skip
connection features of UNet, enhancing the model’s ability
to precisely adhere to the specified layout conditions; (iii)
Multi-instance Sampler (§ 3.4), which reduces information
leakage and confusion between the conditions on multiple
instances (text+layout). (3) A dataset with instance-level

captions generated using pretrained models (§ 3.5) and a
new set of evaluation benchmarks and metrics for measur-
ing the performance of location grounded image generation
(§ 4.1). (4) Our unified modeling of different location for-
mats significantly improves results over prior work (§ 4.2).
We also show that our findings can be applied to previous
approaches and boost their performance.

2. Related Work

Image Diffusion Models [22, 52, 54] learn the process of
text-to-image generation through iterative denoising steps
initiated from an initial random noise map. Latent diffu-
sion models (LDMs) [47, 58] perform the diffusion process
in the latent space of a Variational AutoEncoder [30, 58],
for computational efficiency, and encode the textual inputs
as feature vectors from pretrained language models [42].
DALL-E 2 [44] synthesizes images using the image space
of CLIP [42]. In contrast, Imagen [50] diffuses pixels di-
rectly, without the need for latent images.
Image Generation with Spatial Controls is a form of con-
ditional image synthesis task [14, 15, 20, 24, 34, 37, 55, 57,
59, 60, 62, 65, 67, 69], which introduces spatial condition-
ing controls to guide the image generation process. Make-a-
Scene, SpaText [4], GLIGEN [34], and ControlNet [65] add
finer grained spatial control, such as semantic segmenta-
tion masks, to large pretrained diffusion models by allowing
users to include additional images that explicitly define their
desired image composition. GLIGEN [34] can also sup-
port controlled image generation using discrete conditions
such as bounding boxes. MultiDiffusion [6], DenseDiffu-
sion [28], Attend-and-Excite [10], ReCo [63], StructureD-
iffusion [13], Layout-Guidance [11], and BoxDiff [61] add
location controls to diffusion models without fine-tuning
the pretrained text-to-image models. Discussions. Con-
trolNet and GLIGEN require training separate models for
each type of controllable input, which increases the overall
complexity of the system and not effectively capture inter-
actions across various controllable inputs. Moreover, while
ControlNet focuses solely on spatial conditions and GLI-
GEN employs object category as the text prompt, the lack
of training the models with detailed instance-level prompts
not only limits user control but also hinders the model from
effectively leveraging instance descriptions.

3. Instance Diffusion

We study adding precise, versatile instance-level control for
text-based image generation.
Problem definition. We aim to improve instance-level
control in image generation by focusing on two con-
ditioning inputs for each instance, namely, its location
and a text caption describing the instance. More for-
mally, we want to learn an image generation model
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Figure 2. InstanceDiffusion enhances text-to-image models by
providing additional instance-level control. In additon to a global
text prompt, InstanceDiffusion allows for paired instance-level
prompts and their locations to be specified when generating im-
ages. InstanceDiffusion is versatile, supporting a range of location
forms, from the simplest points, boxes, and scribbles to more com-
plex masks, and their flexible combinations.

f(cg, {(c1, l1), . . . , (cn, ln)}) that is conditioned on a
global text caption cg and the per-instance conditions
(ci, li) containing caption ci and location li for n instances.
This problem is similar to [4] and is a generalization of the
‘open-set grounded text-to-image’ [34] problem which does
not consider per-instance captions. Our generalization al-
lows for a generic and flexible way to control the scene-
layout in terms of locations and attributes of the instances,
as well as scene-level control via the global caption.

3.1. Approach overview

We introduce InstanceDiffusion (Figure 2) for instance-
conditioned image generation. We support flexible ways to
specify an object’s location, e.g., a single point, a scribble, a
bounding box, and an instance mask. Since obtaining large-
scale paired (text, image) data is much easier compared to
(instance, image) data, we use a pretrained text-to-image
UNet model that is frozen. We add our proposed learnable
UniFusion blocks to handle the additional per-instance con-
ditioning. UniFusion fuses the instance conditioning with
the backbone and modulate its features to enable instance-
conditioned image generation. In addition, we propose
ScaleU blocks that improve the UNet’s ability to respect
instance-conditions by rescaling the skip-connection and
backbone feature maps produced in the UNet. At inference,
we propose Multi-instance Sampler which reduces infor-
mation leakage across multiple instances.

Since obtaining a large paired (instance, image) dataset
is difficult, we automatically generate a dataset with
instance-level location and text captions using state-of-the-
art recognition systems. Finally, we propose a new and
comprehensive benchmark to evaluate the model’s perfor-
mance for instance-conditioned generation.

3.2. UniFusion block

The UniFusion block, illustrated in Figure 3, tokenizes
the per-instance conditions (ci, li) and fuses them with the
features, i.e., visual tokens from the frozen text-to-image

Mask  
Tokenizer

Box  
Tokenizer

Point  
Tokenizer

Scribble 
Tokenizer

Instance Masked Attention

a yellow 
umbrella

Visual Tokens

a yellow 
umbrella

a yellow 
umbrella

a yellow 
umbrella

n instances

n   Self-Attention

backbone

Figure 3. UniFusion projects various forms of instance-level
conditions into the same feature space, seamlessly incorporating
instance-level locations and text-prompts into the visual tokens
from the diffusion backbone.

raw image mask bounding boxscribble point
less precise

Figure 4. We represent different location condition formats as sets
of points, with each format having varying quantities of points.
Masks are represented as sparsely sampled points within the mask
and uniformly sampled points from boundary polygons, bounding
boxes by the top-right and bottom-right corners, and scribble are
converted into uniformly sampled points.

model. Similar to [2, 34], the UniFusion block is added
between the self-attention and cross-attention layers of the
backbone. The per-instance location li can be specified in
one or more location formats such as masks, boxes, etc. We
now describe the key operations in the UniFusion block.
Location parameterization. As shown in Figure 4, we
convert the four location formats - masks, boxes, scribbles,
single point - into 2D points (denoted as pi={(xk, yk)}nk=1

for instance i), with each ‘format’ having varying quantities
of points n. A scribble is converted into a set of uniformly
sampled points along the curve. We parameterize bounding
boxes by their top-left and bottom-right corners. For in-
stance masks, we convert them into a set of points sampled
from within the mask and from boundary polygons.
Instance Tokenizer. We convert the 2D point coordinates
pi for each location using a Fourier mapping [56] γ(·) and
encode the text prompt ci using a CLIP text encoder τθ(·).
Finally, we concatenate the location and text embeddings
and feed them to an MLP to obtain a single token embed-
ding gi for the instance i: gi = MLP([τθ(ci), γ(pi)]). We
use a different MLP for each location format. Moreover, the
per-instance location li can be specified in one or more lo-
cation formats. Thus, for each instance i, we obtain gmask

i ,
gscribble
i , gbox

i , and gpoint
i . If an instance location is spec-

ified only using one format, e.g., a single point, we use a
learnable null token ei for the other location formats:

gi = MLP([τθ(ci), s · γ(pi) + (1− s) · ei]) (1)

where s ∈ [0,1] refers to the presence of a location format.
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(Optional) To better align with instance mask conditions,
we can optionally add extra tokens from binary instance
masks (dimensions N×H×W, with N as the instance num-
ber). These masks are resized to 512×512, and ConvNeXt-
tiny [39] is used to get a 16×16 feature map, which is
then flattened into grounding tokens and concatenated with
{gmask

i }ni=1. These additional mask tokens may offer a
minor boost in quantitative performance, yet enhance the
model’s accuracy in respecting object boundaries.

Prior work resizes semantic masks [34, 65] into the diffu-
sion latent space of size 64× 64, subsequently adding them
into UNet inputs as extra channels. Instances from the same
semantic class are represented by one mask. However, we
found that this design choice hurts the performance, partic-
ularly in cases with overlapping instances and small objects.
Instance-Masked Attention and Fusion Mechanism. We
denote the instance condition tokens, g, per location format
for all n instances by G, and the m visual tokens, v, from
the backbone as V. We apply masked self-attention (SA) to
the instance condition tokens and the backbone features

Ṽ = SAmask([V,Gmask,Gscribble,Gbox,Gpoint]) (2)

We consider two design choices, ablated in Table 5, for
the location inputs in Eq 2: 1) ‘Format aware’ (default) de-
scribed above models each location format independently
via concatenation. 2) ‘Joint format’ jointly models all lo-
cation formats by concatenating embeddings from each for-
mat and converting them into a single embedding (via an
MLP) to use in the masked self-attention.

We observed that vanilla self-attention, without masking,
led to information leakage across instances, e.g., color of
one instance bleeding into another. Thus, we construct a
mask M that prevents such leakage across instances:

mask for vk · vT
j : Mk,j=− inf if Ivk

̸= Ivj

mask for vk · gT
i : Mk,m+i=− inf if Ivk

̸= i
(3)

where Ivk
= i if the visual token vk falls within the region

of the instance i defined by either a bounding box or an
instance segmentation mask.

Finally, the output of the masked self-attention is added
back to the backbone via gated addition

V = V + tanh(ω)Ṽ[:m] (4)

where ω is a learnable parameter, initialized to 0, that con-
trols the conditioning contribution of UniFusion.

3.3. ScaleU block

In the UNet model, each block merges the main feature
map Fb with the lateral skip-connection features Fs, pass-
ing the concatenated feature to the subsequent UNet block.
FreeU [51] finds that the main backbone of UNet is critical

Instance
Diffusion

L1
I

L2
I

LG

Instance
Diffusion

L′ G
M 

steps

L1
I

L2
I

LG

T - M 
steps

object 1

object 2

all

… … …… … …
Figure 5. Model inference with Multi-instance Sampler to min-
imize information leakage across multiple instance conditionings.

for denoising, whereas its skip connections primarily con-
tribute high-frequency features to the decoder. Concatenat-
ing these two features directly leads to the network neglect-
ing the semantic content of the main features [51]. There-
fore, FreeU suggests reducing the low-frequency compo-
nents of the skip features and enhancing the main features
using channel-independent and empirically-tuned values.

Our findings, however, demonstrate that for instance-
conditioned image generation, a notable improvement can
be achieved by using channel-wise and learnable vectors to
dynamically re-calibrate Fb and Fs. We introduce ScaleU,
that has two learnable, channel-wise scaling vectors: sb,
ss for the main and skip-connected features, respectively.
The main features Fb are scaled by a simple channel-
wise multiplication: F ′

b = Fb ⊗ (tanh(sb) + 1). For the
skip-connection features, we select the low-frequency (less
than rthresh) components using a frequency mask α and
scale them in the Fourier domain: F′

s = IFFT(FFT(Fs) ⊙
α). Here FFT(·) and IFFT(·) denote the Fast-Fourier and
Inverse-Fast-Fourier transforms, ⊙ is element-wise multi-
plication, and α(r)=tanh(ss)+1 if r<rthresh otherwise=
1, where r and rthresh refers to the radius and threshold fre-
quency, respectively. sb and ss are initially set to zeros.
Lightweight in parameters. The ScaleU module is incor-
porated into each of UNet’s decoder blocks. It leads to a
negligible (< 0.01%) overall increase in the number of pa-
rameters and brings noticeable performance gains.

3.4. Multi-instance Sampler

To further minimize the information leakage across multiple
instance conditionings, we optionally use Multi-instance
Sampler strategy during the model inference which im-
proves the quality and fidelity of the generated image.

Specifically, Multi-instance Sampler (cf . Figure 5) in-
volves: 1) For each of the n instances, run a separate de-
noising operation for M steps (less than 10% of the over-
all steps) to get the instance latents LI . Note that, since
our model is trained to generate an object within the loca-
tion token specified for that object, we don’t need to ex-
plicitly require the model to update the latent representation
within the location. 2) Integrate the denoised instance la-
tents {L1

I , · · · , Ln
I } obtained from step (1) for each of the n

objects with the global latent LG, which is derived from all
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instance tokens and text prompts, by averaging these latents
together. 3) Proceed to denoise the aggregated latent from
step (2), utilizing all instance tokens and text prompts.

3.5. Data with Instance Captions

Standard object detection datasets [36] only contain a sparse
category label, rather than a detailed caption, per object
location. To capture more detailed information about in-
stances and even instance parts, e.g., attributes, we con-
struct a dataset by using multiple models: 1) Image-level
label generation: We employ RAM [66], a robust open-
vocabulary image tagging model, to generate a list of com-
mon image-level tags. 2) Bounding-box and mask gen-
eration: We then use Grounded-SAM [31, 38] to produce
bounding boxes and masks corresponding to these tags.
These tags can at the instance-level, e.g., a parrot, or at the
part-level, e.g., a bird’s beak. 3) Instance-level text prompt
generation: To generate instance-level text prompts that in-
clude descriptions of the instances, we crop the instances
using their corresponding bounding boxes and create cap-
tions for these cropped instances using a pretrained Vision-
Language Model (VLM) BLIP-V2 [32].

3.6. Implementation Details

We describe salient implementation details and provide the
full details in the supplement.
Model training. We follow the same settings as GLI-
GEN [34] and initialize our model with a pretrained text-to-
image model whose layers are frozen. We train the model
with a batch size of 512 for 100K steps using the Adam op-
timizer [29] with a learning rate that is warmed up to 0.0001
after 5000 steps. More details are in appendix materials.
Training data. We automatically generate instance-level
masks, boxes and captions following § 3.5. We obtain scrib-
ble by randomly sampling points within the masks. For
single-points, we randomly select a point within a circu-
lar region of radius 0.1 · r, centered at the bounding box’s
center, where r is the length of the shortest side of the box.

4. Experiments
4.1. Experimental setup

Training data. Prior work, notably GLIGEN [34], relies on
automatic annotations that use open-vocabulary detection
models. These do not yield per-instance captions and dif-
ferent location formats such as scribble etc. (Note: ‘mask’
conditioning in prior work [4, 34] is per-category and not
per-instance). Thus, to support the richer conditioning pro-
posed in our work, we rely on recognition models as de-
scribed in §§ 3.5 and 3.6 to generate instance-level anno-
tations include different location formats (masks, boxes,
scribbles, single-points) and per-instance captions. To en-
sure fair comparison to prior work [34], we use approxi-

mately the same number of images (5M) from an internal
licensed dataset of natural images and paired global text.
Test data. We use standard benchmarks with bounding box
and instance masks: 1) COCO [36] val with 80 classes; 2)
large vocabulary instance segmentation dataset LVIS [19]
val with over 1200 classes; 3) 250 selected samples (∼2
objects per image) from COCO val as in [28]. We do not
use the real images from the dataset, and only use the text
and location conditions. Notably, we also do not use any
information from the train splits of the data which makes
our evaluations zero-shot.
Evaluation metrics for alignment to instance locations.
We measure how well the objects in the generated image
adhere to different location formats in the input.
Bounding box. We follow prior work [25, 28, 34, 45]
and use the YOLO score. Specifically, we use a pre-
trained YOLOv8m-Det [25] detection model. We compare
the model’s detected bounding boxes on the generated im-
age with the bounding boxes specified in the input using
COCO’s official evaluation metrics (AP and AR). We re-
port APbox

l , APbox
m , and APbox

s , which evaluate the model’s
performance based on different object sizes.
Instance mask. We compare YOLOv8m-Seg [25]’s de-
tected instance masks in the generated image to the masks
specified in the input using the COCO AP and AR metrics.
To compare with [28], we report the IOU score for the mask.
Scribble. Since prior work has not reported on alignment
performance using scribble, we introduced a new evaluation
metric using YOLOv8m-Seg. We report “Points in Mask”
(PiM), which measures how many of randomly sampled
points in the input scribble lie within the detected mask.
Single-point. Similar to scribble, the instance-level accu-
racy PiM is 1 if the input point is within the detected mask,
and 0 otherwise. We then calculate the averaged PiM score.
Evaluation metrics for alignment to instance prompts:
Compositional attribute binding. We measure if the gen-
erated instances adhere to the attribute (color and texture)
specified in the instance prompts. We use YOLOv8-Det
to detect the bounding boxes. We feed the cropped box to
the CLIP model to predict its attribute (colors and textures),
and measure the accuracy of the prediction with respect to
the attribute specified in the instance prompt. We use 8
common colors, i.e., “black”, “white”, “red”, “green”, “yel-
low”, “blue”, “pink”, “purple”, and 8 common textures, i.e.,
“rubber”, “fluffy”, “metallic”, “wooden”, “plastic”, “fab-
ric”, “leather” and “glass”.
Instance text-to-image alignment: We report the CLIP-
Score on cropped object images (Local CLIP-score [4, 42]),
which measures the distance between the instance text
prompt’s features and the cropped object images.
Global text-to-image alignment: CLIP-Score [42, 48] be-
tween the input text prompt and the generated image.
Human evaluation: We evaluate both the fidelity wrt
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Location format input → Boxes Instance Masks Points Scribble
Method APbox APbox

50 ARbox FID (↓) IoU APmask APmask
50 ARmask FID (↓) PiM FID (↓) PiM FID (↓)

Upper bound (real images) 50.2 66.7 61.0 - - 40.8 63.5 58.0 - - - - -
GLIGEN [34] 19.6 35.0 30.7 27.0 - - - - - - - 30.2† 32.4†

ControlNet [65]‡ - - - - - 6.5 13.8 12.9 - - - - -
DenseDiffusion [28] - - - - 35.0 / 48.6 - - - - - - - -
SpaText [4]‡ - - - - - 5.3 12.1 10.7 - - - - -
InstanceDiffusion 38.8 55.4 52.9 23.9 61.6 / 71.4 27.1 50.0 38.1 25.5 81.1 27.5 72.4 27.3
vs. prev. SoTA +19.2 +20.4 +21.8 -3.1 +25.4 / +22.8 +20.6 +36.2 +25.2 - - - +42.2 -4.9
InstanceDiffusion (hybrid) 44.6 59.6 58.8 25.5 - - - - - 86.0 25.5 82.9 26.4

Table 1. Evaluating different location formats as input when generating images. We measure the YOLO recognition performance (AP,
AR) for the generated image wrt the location condition provided as inputs, and FID on the COCO val set. Most prior methods only
support a handful of the location conditions. We observe that InstanceDiffusion, while using the same model parameters, supports various
location inputs. In each setting, InstanceDiffusion substantially outperforms prior work on all metrics. †: GLIGEN’s scribble-based results
are derived by using the top-right and bottom-left corners as the bounding box for the region encompassed by the scribble. We measure
the IoU using [28]’s official evaluation codes (left), and YOLOv8-Seg (right). ‡: ControlNet [65] (and SpaText [4]) only supports semantic
segmentation mask inputs, and do not differentiate between instances of the same class. We assess ControlNet’s APmask using its official
mask conditioned Image2Image generation pipeline. Hybrid: we add instance masks as additional conditions.
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Image Caption:  
a yellow American robin, 
brown Maltipoo dog, a gray 
British Shorthair in a stream, 
alongside with trees and rocks 
Instance Captions:  

- a gray British Shorthair 
- a yellow American robin 
- a brown Maltipoo dog 
- a close up of a small 

waterfall in the woods

Figure 6. Qualitative comparison of InstanceDiffusion vs. GLIGEN conditioned on multiple instance boxes and prompts. Prior work
(bottom row) fails to accurately reflect specific instance attributes, e.g., colors for the flower and puppies on the left, and not depicting a
waterfall on the right. The generations also do not capture the correct instances, and are prone to information leakage across the instance
prompts, e.g., generating two similar instances on the right. InstanceDiffusion effectively mitigates these issues.

instance-level conditions (locations and text prompts) and
the overall aesthetic of the generated images. We prompt
users to select results that more closely adhere to the pro-
vided layout conditions and the accompanying instance cap-
tions. This evaluation is conducted on 250 samples, each ac-
companied by instance-level captions and bounding boxes.

4.2. Comparison with prior work

Single location format at inference. We assess the efficacy
of multiple methods in generating images under diverse lo-
cation formats and report results in Table 1. Since our eval-
uation uses recognition model (YOLO), we establish an up-
per bound by measuring the recognition performance on
the real dataset images corresponding to the text and loca-
tion conditions. Overall, our results show that InstanceD-
iffusion outperforms all prior work across various location
conditions when measured across all evaluation metrics for
object location and image quality. Next, we discuss the

Methods Color Texture Human Eval
Acccolor CLIPlocal Acctexture CLIPlocal

GLIGEN 19.2 0.206 16.6 0.206 19.7
InstDiff 54.4 0.250 26.8 0.225 80.3
∆ +35.2 +0.044 +10.2 +0.019

Table 2. Attribute binding. We measure whether the attributes
of the generated instances match the attributes specified in the in-
stance captions. We observe that InstanceDiffusion outperforms
prior work on both types of attributes. Human evaluators prefer
our generations significantly more than the prior work.

results for each location format. Box input: InstanceD-
iffusion achieves the highest APbox of 38.8 and ARbox of
52.9, outperforming the previous state-of-the-art by a sig-
nificant margin, +19.2 and +21.8 for APbox and ARbox, re-
spectively. The reduction in FID score for InstanceDiffu-
sion demonstrates its ability to produce high-quality im-
ages while adhering to the prescribed location conditions.
Instance mask input imposes stricter constraints on the in-
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Methods AP AP50 APs APm APl APr APc APf

Upper bound 44.6 57.7 33.2 55.0 66.1 31.4 44.5 50.5
GLIGEN [34]† 9.9 9.5 1.6 10.5 31.1 7.4 10.0 10.9
InstanceDiffusion 17.9 25.5 5.5 24.2 45.0 12.7 18.7 19.3
vs. prev. SoTA +8.0 +16.0 +3.9 13.7 +13.9 +5.3 +8.7 +8.4

Table 3. Box inputs on LVIS val. We evaluate using a pretrained
detector (ViTDet-L [33]) and obtain the upper bound by evaluating
the detector on real images resized to 512×512. InstanceDiffusion
significantly outperforms prior work across all metrics including
object sizes, and class frequencies. †: reproduced results.

point box mask PiM APbox APbox
50 APmask APmask

50

✓ ✗ ✗ 81.1 - - - -
✓ ✓ ✗ 85.6 38.8 55.4 - -
✓ ✓ ✓ 86.0 44.6 59.6 27.1 50.0

Table 4. Multiple location formats at inference improves perfor-
mance and helps the model to better respect location conditions.

stance location than box input and is more challenging than
the semantic masks studied in prior work [34, 65] that do
not distinguish individual instances. Even in this challeng-
ing setting, InstanceDiffusion outperforms prior SOTA [28]
significantly. Points and Scribble: Given the lack of prior
studies that present quantifiable results for these location
inputs, we introduce these novel evaluation metrics and
benchmarks, establishing a new baseline for future research
endeavors. Note that the term ‘scribble’ in ControlNet [65]
refers to object boundary sketches rather than scribbles used
in our work which follows [1, 5, 35].
Attribute binding. In Table 2, we measure whether the
attributes (color and texture) of the generated instances
match the attributes specified in the instance captions. We
observe that attribute binding is challenging for the prior
SOTA method, GLIGEN while InstanceDiffusion signifi-
cantly improves on both color and texture binding. Ad-
hering to texture seems to be more challenging than col-
ors, e.g., wooden dog vs. red dog, as reflected by the
lower accuracies for all methods on this task. We compare
the generations produced by both models using human eval-
uators and find that humans strongly prefer our generations
over prior work (80.3% preference) confirming their high
generation quality and controllability.
Challenging box inputs. In Table 3, we evaluate zero-shot
performance on the challenging LVIS [19] dataset which
has 15× more classes than COCO, and many more in-
stances per sample (∼12 objects per images). InstanceD-
iffusion outperforms prior work across all metrics, and the
gain is particularly strong on medium to large sized objects.
Multiple location formats at inference are analyzed in Ta-
ble 4. We observe that using all formats together provides
the best performance and more precise control on the in-
stance location. This confirms the benefit of our design
choice to model all location formats.
Qualitative results. Figure 6 provides qualitative compar-
isons between InstanceDiffusion and the previous SOTA

Image Caption: Cute Corgi at table in a living room with plants and painting on the wall. A 
chocolate cake is on the table. Instance Captions: 1) a Corgi sitting in front of a cupcake 2) Corgi's 
mouth and tongue 3) a plate 4) a chocolate cupcake on a plate 5) a white paw 6) a table 7) a living 
room with plants 8) oil painting on the wall 

Figure 7. InstanceDiffusion image generation using various loca-
tion conditions: points (row 1) and boxes+masks (row 2).

# FA
Fu
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APmask
50 Acccolor FID (↓)

1 ✓ ✓ ✓ ✓ ✓ 50.0 55.4 25.5
2 ✗ ✓ ✓ ✓ ✓ 45.5(5.5) 49.4(6.0) 25.8(0.3)
3 ✓ ✗ ✓ ✓ ✓ 49.3(0.7) 53.1(2.3) 25.7(0.2)
4 ✓ ✓ ✗ ✓ ✓ 47.7(2.3) 52.2(3.2) 25.7(0.2)
5 ✓ ✓ ✓ ✗ ✓ 47.8(2.2) 38.2(17.2) 25.6(0.1)
6 ✓ ✓ ✓ ✓ ✗ 49.8(0.2) 49.5(5.9) 28.6(3.1)

Table 5. Contribution of each component evaluated by remov-
ing or adding it and measuring the impact of the generated image
in terms of its instance location performance (AP), and instance at-
tribute binding (Acc), and overall image quality (FID). When For-
mat Aware (FA) fusion mechanism is disabled, we use the Joint
format fusion mechanism instead. Top row is the default setting
for InstanceDiffusion in the paper and we report the drop in per-
formance for each subsequent row in red.

method, GLIGEN [34], when given multiple instance boxes
and associated text prompts. We see that GLIGEN often
misinterprets specific instance attributes; e.g., it incorrectly
renders the colors of flowers and puppies on the left, and
fails to produce a waterfall in the right images. GLIGEN
also shows ‘information leakage’ across instance prompts
(generating duplicate birds for the two images on the right).
In Figure 7, we show more qualitative results using different
location conditions for InstanceDiffusion.

4.3. Ablation study

We ablate the components in InstanceDiffusion and use
the COCO val set and provide mask, box and point lo-
cation formats per-instance as input by default. Some de-
sign choices used in our method are ablated in in Table 6.
We compare our proposed ScaleU block with FreeU in Ta-
ble 6a. ScaleU leads to an improved localization AP sug-
gesting that our learnable scaling of the backbone features
outperforms the manually tuned FreeU. The impact of us-
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versions → FreeU [51] ScaleU
APbox

50 52.2 55.4

(a) ScaleU

methods → w/o extra tokens w/ extra tokens
APmask

50 46.7 50.0

(b) extra tokens from binary masks

format → polygons +inside
APmask

50 47.5 50.0

(c) mask parameterization

# points → 64 128 256 512
APmask

50 45.7 48.5 50.0 50.0

(d) # points per mask
Table 6. Ablating design choices where the default settings are indicated in gray. (a) Compared to FreeU, our proposed ScaleU block
improves the models ability to respect location conditions. (b) Using extra tokens from binary instances masks can improve the mask AP.
(c) Parameterizing the instance masks using points on their boundaries and inside is beneficial. (d) Increasing the number of points used to
parameterize masks improves performance.

% of Steps → 0% 10% 20% 30% 36% 40% 50%
FID 28.6 27.8 27.4 25.8 25.5 25.0 27.0

APmask
50 49.8 49.8 49.4 49.4 50.0 49.2 48.3

Table 7. Multi-instance Sampler (MIS) lowers the FID and im-
proves overall image quality. Location conditions: instance masks.

GLIGEN [34] w/ MIS InstanceDiffusion w/ MIS
Acccolor 19.2 29.7 49.5 55.4

Table 8. Multi-instance Sampler can be adapted for previous
location conditioned work, yielding notable performance gains.

ing extra tokens generated from binary instance masks is
explored in Table 6b. Lastly, for mask-conditioned input,
Tabs. 6c and 6d show that points derived from both poly-
gons and instance masks and using 128 points per instance
mask gives the optimal performance.
Contribution of each component its effect on image gen-
eration is measured in Table 5. We compare using differ-
ent design choices for the fusion mechanism in UniFusion
that fuse the location condition embeddings with the back-
bone text-to-image features: Format Aware fusion (row 1)
or the Joint Format fusion (row 2). We find that making the
fusion mechanism format-aware significantly improves per-
formance since the location formats specify varying degrees
of control on the instance location. Comparing rows 1, 3
shows that using Instance-Masked Attention for fusing the
location features helps the model focus on instance-specific
regions and thus improves attribute binding (color accu-
racy). Removing ScaleU (rows 1, 4) causes a significant
drop in APmask

50 and Acccolor scores. This underscores the
importance of dynamically adjusting the channel weights
of both skip connected and backbone features. In row 5,
we observe that our generated instance captions are critical
for learning attribute binding, as indicated by the 17% drop
in Acccolor after removing them. Finally, row 6 shows that
Multi-instance Sampler (MIS) improves the overall image
quality (lower FID) and attribute binding (color accuracy).
Multi-instance Sampler The impact of the proportion of
MIS steps used in inference is explored inn Table 7. MIS
can effectively improve the quality of the generated im-
ages and attribute binding when the MIS percentage is be-
low 36%. As in Table 8, we apply Multi-instance Sam-
pler to other location-conditioned text-to-image models and
observed significant gains for the attribute binding ability.
These results confirm that MIS minimizes information leak-
age and that it can be easily used to improve other methods.

Image Caption: A cup of tea with tangerines, bananas, and cookies on the table. high quality. professional photo.  
Instance Captions: 1) a cup of tea on a lace doily 2) a close up of three oranges on a black background 3) oranges 
in a glass bowl on a table 4) a tray of pastries on a table with oranges 5) a close up of some cookies on a table 6) 
oranges in a glass bowl 7) oranges in a glass bowl 8) an orange that has been cut in half on a table 9) an orange is 
cut in half 10) bananas 11) a bouquet of flowers on a table 12) a bouquet of flowers on a table 13) A candle

Figure 8. InstanceDiffusion can also support iterative image gen-
eration. Using the identical initial noise and image caption, In-
stanceDiffusion can progressively add new instances (like a bou-
quet of flowers in row two and a candle in row three), while mini-
mally altering the pre-generated instances (row one). More results
on iterative image generation that supports instance editing, re-
placing, moving and resizing can be found in appendix materials.

Application: Iterative generation. Since InstanceDiffu-
sion allows for precise control over the instances, we show
a useful application that benefits from this property in Fig-
ure 8. InstanceDiffusion allows users to selectively insert
objects into precise locations while preserving the integrity
of previously generated objects and the global scene. We
hope that the precise control enabled by InstanceDiffusion
will lead to many other such useful applications.

5. Conclusions, Limitations and Future Work
We presented InstanceDiffusion which enables precise
instance-level control for text-to-image generation and sig-
nificantly outperforms all prior work in terms of complying
with instance attributes and accommodates a variety of loca-
tion formats – masks, boxes, scribbles and points. Our stud-
ies indicate that there is a noticeable disparity in the gener-
ation quality of small objects compared to larger ones. We
also find that texture binding for instances poses a challenge
across all methods tested, including InstanceDiffusion. Im-
proving instance conditioning for these cases is an impor-
tant direction for future research.
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