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Abstract

Deep learning has led to a dramatic leap on Single Im-
age Super-Resolution (SISR) performances in recent years.
While most existing work assumes a simple and fixed degra-
dation model (e.g., bicubic downsampling), the research of
Blind SR seeks to improve model generalization ability with
unknown degradation. Recently, Kong et al. [37] pioneer
the investigation of a more suitable training strategy for
Blind SR using Dropout [63]. Although such method indeed
brings substantial generalization improvements via mitigat-
ing overfitting, we argue that Dropout simultaneously intro-
duces undesirable side-effect that compromises model’s ca-
pacity to faithfully reconstruct fine details. We show both
the theoretical and experimental analyses in our paper, and
furthermore, we present another easy yet effective train-
ing strategy that enhances the generalization ability of the
model by simply modulating its first and second-order fea-
tures statistics. Experimental results have shown that our
method could serve as a model-agnostic regularization and
outperforms Dropout on seven benchmark datasets includ-
ing both synthetic and real-world scenarios.

1. Introduction
Riding on the waves of the explosive advancement of deep
learning technology, Single Image Super-Resolution (SISR)
with deep neural networks (DNNs) has greatly evolved
in recent years (e.g., VDSR [35], SRResNet [38], EDSR
[45], RDN [83] and SwinIR [43]), offering superior perfor-
mances over traditional prediction models [21, 24, 31, 58].

However, due to the non-trivial issue of collecting a
massive amount of natural low-resolution (LR) and high-
resolution (HR) image pairs for DNN’s training [46, 67],
early researchers of SISR resort to manually designed
HR/LR image pairs (i.e., bicubic) as a surrogate. Neverthe-
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Figure 1. Given a HR image IHR and its LR version ILR in part
(a), the visual comparisons of the restored results of SRResNet
[38], regularized by Dropout [37] and our method respectively,
are shown in part (b). Part (c) presents the estimated residuals.
We could observe that our method gives better visual quality
and preserves more vivid details.

less, realistic degradations barely obey such simple assump-
tion, leading to severe performance drop for these models.

Blind SR [32, 46, 65, 73, 80], as an answer to the above
question, seeks to improve model generalization ability
with unknown degradations. Despite promising results have
been obtained with enriching training degradation space
(e.g., through handcrafted synthesisation [57, 67, 80] or
data distribution learning [6, 13, 40]), and enhancing model
capability (e.g., unfolding degradation model [30, 86] or ex-
ploring image internal statistics [59]), we notice that the in-
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vestigation of training strategy (regularization) that benefits
Blind SR has been barely touched so far.

In this paper, we argue that such investigation is neces-
sary and meaningful, given current research status of Blind
SR. The reasons are as follows. Firstly, without enlarging
degradation space for training, the development of Blind
SR has reached its bottleneck [40, 46]. Even though there
are methods trying to excavate image’s internal similar pat-
terns to perform zero-shot learning [14, 59], they can eas-
ily fail in natural cases where self-repeated patterns are ab-
sent. On the other hand, training with a large degrada-
tion space theoretically grants the model better generaliza-
tion ability by encouraging it to focus more on learning the
shape and texture prior of natural images. Therefore, con-
structing a diverse degradation pool for training (namely,
data-driven based Blind SR, according to Li et al. [40])
has become a mainstream direction for recent Blind SR re-
searches [3, 6, 12, 13, 32, 69, 88], and has been shown ef-
fective in both CNN-based [44, 78], GAN-based [68, 80]
and Diffusion-based [57, 72] models.

However, only under ideal circumstances that the model
trained with diverse degradations can automatically unleash
its full potential to learn degradation invariant representa-
tion [41], and thus becomes more generalizable to unknown
degradations. Experiences from other fields [7, 27, 54, 85]
warn that without proper regularization, such ideal case
might not be so easily achieved. Recently, Kong et al.
[37] first noticed this problem and refreshed the usage of
Dropout to mitigate the “overfitting to degradation” issue in
data-driven Blind SR. They pointed out that without proper
regularization, simply increasing the data and network scale
can not continuously improve generalization ability now.
Nevertheless, we notice that despite the enhanced perfor-
mances, Dropout also introduces unwanted side-effects that
reduce feature interaction and diversity, which further leads
to the loss of vivid high frequency details. We show a pre-
liminary example in Fig. 1, and we will elaborate the theo-
retical and experimental analyses in Sec. 3.

Moreover, the “overfitting to degradation” problem
stems from the network’s excessive attention on some spe-
cific degradations. To tackle this issue, we further pro-
pose a statistical alignment method that during training,
aligns the first and second order feature statistics (i.e., mean
and covariance) of two images which have the same con-
tent but different degradations. We observe that such sim-
ple regularization can effectively enhance the model’s abil-
ity to selectively remove degradation-related information
during forward pass. Therefore, the model can recover
fine-grained HR contents free from distraction of degrada-
tions and becomes more generalizable. Our regularization
can easily cope with existing popular DNNs in a model-
agnostic way and its implementation pre-request (i.e., im-
ages with the same content but different degradations) co-

operates smoothly with current data-driven Blind SR meth-
ods which have stochastic degradation-generation models
[3, 49, 67, 88]. The details of our method will be introduced
in Sec. 4 and we here summarize the main contributions of
this paper as follows:
• We argue and verify both theoretically and experimentally

that Dropout is not a desirable regularization choice for
Blind SR setting due to its side-effect in reducing feature
interaction and diversity, which further leads to loosing
information especially in high frequency details.

• We propose a simple statistical alignment method that en-
courage the model to be thoroughly unaware of degrada-
tion information, therefore excavating the full potential of
model generalization ability. Note that our regularization
actually works in parallel and serves as a complement to
existing data-driven Blind SR researches.

• We conduct extensive experiments on seven widely used
benchmarks to validate our proposals and arguments.

2. Related Work
Blind image super-resolution aims to effectively restore HR
images from their LR counterparts with unknown degrada-
tions. Over the years, the solutions of this question can be
roughly categorized into three brunches. The first brunch of
researchers seek to collect real-world HR-LR image pairs
for training [8, 11, 82] by adapting the focal length of cam-
eras. However, such collection process is cumbersome and
prone to spatial misalignment, making the hope of building
a large and diverse training set nearly impossible.

Considering the difficulties faced by the abovementioned
work, the second brunch of researchers completely remove
the need for external data by performing zero-shot learn-
ing. Representative work in this direction includes ZSSR
[59] and DGDML-SR [14], which utilize bicubic downsam-
pling and depth information as super-resolution priors re-
spectively. However, these methods rely heavily on the fre-
quently recurring contents of the image, constraining their
favourable performances to a very limited set of data.

The core of the third brunch of work lies in enriching the
training degradation space, either with hand-crafted synthe-
sisation [57, 67, 80] or data distribution learning [6, 13, 40].
Such idea dates back to the very beginning of Blind SR
research (i.e., SRMD [78]), and is much in line with the
instincts of machine learning that large training space nat-
urally leads to better generalization. Zhang et al. [80]
and Wang et al. [67] proposed to use repeated synthesized
degradations instead of single ones to build more generic
datasets. Later on, to further stimulate real-world degrada-
tions, GAN [3, 6, 13, 40, 48, 88] and Diffusion models [72]
are incorporated to learn more realistic distributions. For
the stochasticity of degradation learning, Bulat et al. [6] and
Maeda [50] propose to integrate random vectors into degra-
dation modeling, and Luo et al. [49] further design a unified
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Figure 2. The MAPE of SRResNet in frequency domain. We
can observe that both channel and pixel dropout have inferior per-
formances to the pure SRResNet in middle-high frequency band,
thus loosing representation in fine details. On the contrary, our
method improves the performances without such side-effect.

probabilistic framework that has general applicability. We
also categorize those work that explores model designs on
the top of such multi-degradation settings into this brunch,
including degradation-adaptive networks [25, 35, 44, 65]
and deep unfolding networks [30, 79, 86].

However, as Liu et al. [47] point out, even trained with
a large degradation pool, networks still have the tendency
to overfit some specific degradations, effectively embed-
ding degradation-related ”semantics” within the network
and causing reduced generalization. From this perspective,
existing works that still adhere to straightforward optimiza-
tion urgently need a proper training strategy (regularization)
that helps to make the best of the generalization knowl-
edge hidden within the diverse degradations of train-
ing data. Recently, Kong et al. [37] make the first at-
tempt to regularize networks with Dropout [62] and achieve
appealing results. However, we argue that Dropout also
brings side-effects that hurt high-frequency details in the
restored image, leaving rooms for further improvements.
Our method circumvents such problem by simply modulat-
ing feature statistics to encourage the model becomes indif-
ferent to degradation-aware information, thus squeezing the
last bit of degradation-invariant information in training data
and improving generalization ability.

With much solid and inspiring work, researches based
on the idea of the third brunch has gradually become the
mainstream direction of recent Blind SR. Our method in
fact serves as a complement to this line of work. In the
future even with a larger and more realistic degradation
pool, models trained in a straightforward manner still re-
main susceptible to the possibility of overfitting (e.g., some
degradations are easier to learn than others), thus limit-
ing their explorations to degradation-invariant representa-
tion (i.e., the ultimate goal of Blind SR). Therefore, our ef-
fort actually contributes to the research in a different way,
neither from model design nor from building better dataset,

1

Figure 3. Comparisons of the channel diversity from frequency
perspective. A higher entropy indicates a wider range of fre-
quency bands covered by the model. Note that since it’s hard to
evaluate a pixel from frequency domain, we only consider from
channel dimension and investigate the channel-wise dropout here.

but from proposing a training strategy (regularization) that
could benefit both existing and future work.

3. The Side-effect of Dropout

Dropout [60] and its variants [23, 62] are fundamental tech-
niques used in many high-level vision tasks (e.g., classifi-
cation) to alleviate co-adaption and overfitting. However,
every coin has its two sides, and the price for Dropout lies
in the reduced feature interaction and diversity of the model.
While this pose nearly no threat to high-level vision tasks, it
can severely impact the performances of image restoration.
In this section, we first prove that Dropout decreases fea-
ture interactions, and then two experiments are conducted
to support our point of view.

Instead of considering the input variables working inde-
pendently, DNNs encode the interaction between variables
for better clues of inferences. For example, the restoration
of a human face can be explained as the interactions be-
tween left and right cheeks, between eyes and brows, etc.
The interaction can be understood as follows. Still with the
case of face restoration, let ϕi=left-cheek quantifies the numer-
ical importance of the low-resolution left cheek region i to
its high-resolution counterpart when attempting to restore.
Then, the interaction utility between the left cheek region
i and the right cheek region j is measured as the change
of ϕi=left-cheek value by the presence or absence of the right
cheek region j. If the presence of j in LR image increases
ϕi=left-cheek by 0.1 (e.g., the left cheek can interact with right
cheek to restore the similar shape and color), we then con-
sider the utility of the interaction between i and j to be 0.1.

We further extend the definition of interaction into multi-
orders [76] to measure interactions of different complexi-
ties. Let N and S denote all input units and the context
of interaction respectively, and T ⊆ S is a subset that
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Figure 4. Overall schema of our proposed regularization. Given two images with the same content but different degradations (e.g., blur
and noise). We compute the mean and covariance of their features respectively (in both linear and nonlinear manner as we will elaborate
in Sec. 5). Then, a simple alignment is performed as regularization to encourage the model to learn more natural image prior without the
disturbance of degradation information. In this way, the model will be more robust and generalizable against realistic unknown scenarios.

indicates a specific pattern T ∪ {i, j}. For any given T ,
RT (i, j) quantifies the marginal reward obtained from the
pattern of T ∪ {i, j}. Therefore we have the s-order inter-
action I(s)(i, j) that measures the average interaction be-
tween variables (i, j) under all possible context with s units
as:

I(s)(i, j) = ES⊆N\{i,j},|S|=s

[∑
T⊆S

RT (i, j)
]

However, when the variables in context S are randomly
removed by Dropout, the computation of I(s)dropout(i, j) will
only involve the context in S′ ⊆ S that are undropped:

I
(s)
dropout(i, j) = E

S⊆N\{i,j},|S|=s

[
E

S′⊆S,|S′|=r

(∑
T⊆S′

RT (i, j)
)]

Lemma 3.1 When dropout is applied at a rate (1− p), the
interaction I

(s)
dropout(i, j) only comprises of rewards from

patterns with at most r ∼ B(s, p) units. Given this, Zhang

et al. [77] proved that:
I
(r)
dropout (i,j)

I(s)(i,j)
=

∑
0≤q≤r

(
r
q

)
J(q)(i,j)∑

0≤q≤s

(
s
q

)
J(q)(i,j)

≤

1, where Jq(i, j) = ET⊆N\{i,j},|T |=q[R
T (i, j)] is the av-

erage interaction for (i, j) for all potential T with |T | = q.

The above derivation shows that when Dropout is ap-
plied to the model, the interaction of every order has be-
come smaller. Extremely speaking, that means the left
cheek region will never interact and gain information from
the right cheek again, thus undermining its restored quality
compared to models with high feature interaction. Note that
the proof can also easily extend to channel dimension (i.e.,
channels work independently without interaction).

There are already many studies emphasizing the impor-
tance of interaction, both intra-channel [2, 13, 75, 87] and
inter-channel [13, 16–18, 74], in the model’s representa-
tion ability of high-frequency components (i.e., fine details
such as edges and lines [10, 20]). Therefore, we conjecture
that in SISR, applying Dropout will have negative impacts
on fine-detail (high frequency) recovery, no matter it is the

pixel-wise Dropout in [60] or the channel-wise one used
in [37]. We show some simple observations here, and fur-
ther provides the LPIPS result which is related to the high-
frequency perceptual details [15, 33] in Table 2 of Sec. 5.

We visualize the error of the SRResNet model from the
frequency perspective in Fig. 2. The model is trained on
DIV2K with different strategies including the one proposed
in this paper (see Sec. 4), and tested on the six bench-
mark datasets with the settings of Real-ESRGAN [66] (i.e.,
Set5, Set14, BSD100, Test2k, Urban100, and Manga109).
The error is estimated by transforming the images into fre-
quency domain via Fast Fourier Transform (FFT). Then
we introduce the Mean Absolute Percentage Error (MAPE)
[19] metric to indicate the error of each frequency band due
to the imbalanced quantity between low and high frequency.
Note that here larger MAPE values indicates greater error.

From Fig. 2, we observe that as expected, model trained
with Dropout has poorer performances in high frequency
recovery. It’s noteworthy that approximately 90% of an im-
age comprises low-frequency signals [70], and human per-
ception is naturally sensitive to high-frequency details of an
image. Thus, loosing the ability for high frequency restora-
tion usually leads to unsatisfactory perception quality.

Moreover, Dropout also tends to reduce feature diversity
by smoothing out the activations of the network like a low-
pass filter [84]. Nevertheless, it is acknowledged that the di-
versity of features actually contributes to the representation
ability of different frequency information [51, 55]. In the
case of SR, as previously mentioned, low-frequency signals
dominate the natural images. Therefore while the network
trained with Dropout has no choice but to concentrate the
representation power of features into low-frequency (i.e.,
the features are not diverse enough to represent a wide range
of frequency information), network trained without Dropout
enjoys diverse feature representation ability in different fre-
quencies. We conduct an auxiliary experiment in Fig. 3,
which uses Discrete Cosine Transform as in [55] to first
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identify the representative frequency band for each channel,
and then computes the Shannon Entropy across channels to
reveal the range of frequency band information encoded by
the model. The experiment is run with SRResNet on the
previously mentioned six datasets, and we present the aver-
aged results here. Without surprise, we observe that model
trained with Dropout covers a smaller range of frequency
band, limiting its restoration power outside this range.

4. Simple Alignments as Regularization
We revealed the drawbacks of applying Dropout in SR (i.e.,
reducing feature interactions and diversity) in the previous
section. In this section, we will show how a simple align-
ment can effectively improve the performance of Blind SR.
The overall schema of our method is shown in Fig. 4.

The idea of our method stems from the aspiration that
model should make predictions independent of different
degradations. For example, given two images with the same
content but different degradations deg1 and deg2, the model
is expected to output the same restored image Io from these
two inputs, i.e., P (Io|Id, d = deg1) = P (Io|Id, d = deg2).
While this seems straightforward by just forcing their in-
termediate features to be exactly the same, we argue that it
will be too harsh and overly constrain the model, hindering
its ability to reach a local minimum effectively (An ablation
study showing its inferior performances is in supplemental
material). Instead, in this paper we draw inspirations from
image style transfer [29, 42, 64] and treat images with dif-
ferent degradations as with different styles. Note that the
similar idea is also adopted in [40], but they are focusing on
degradation generation and thus not in our discussion scope.

Then, we follow the traditions of style transfer and utilize
the mean and covariance as the degradation (style) sensitive
indicators [29]. Although such choice seems lacking solid
theoretical foundation, it actually aligns with the research
instincts: mean and covariance are two commonly used first
and second order statistics in image processing, and have
been shown to reflect the global status of activations and
the detailed structure and texture respectively [18, 22, 34].
We hypothesize that different degradations should have dif-
ferent impacts on these aspects, therefore making the use of
these two statistics reasonable. Empirical studies in Sec. 5
also provide strong evidence for their effectiveness. Conse-
quently, by aligning these statistics across images that have
the same content but different degradations, we aim to guide
the model to automatically ignore the information specific
to degradation during feature encoding, thereby improving
its learning ability of degradation-invariant features that are
crucially needed for handling new and unknown degrada-
tions. Next, we show how exactly the alignment is carried
out in both linear and nonlinear manners.
Linear Alignment is in its most imaginable form which
punishes the statistical differences with Frobenius norm.

Given features x and x′ from images with varying degra-
dation but identical content, the regularization is defined as:

ℓlin. = ∥Cov(x)− Cov(x′)∥2F + ∥µ(x)− µ(x′)∥2F ,

where ∥ · ∥2F represents the squared matrix Frobenius norm.
The mean µ(z) = 1

hw

∑
i

∑
j z:,i,j and covariance Cov is

Cov(z) = 1
C−1 (z

⊤z − 1
C (1⊤z)⊤(1⊤z)).

Nonlinear Alignment can be considered as an enhanced
version of the linear alignment to overcome the dimensional
constraints of encoder models in SR. These models, due to
practicality, cannot be arbitrarily scaled up. However theo-
retically, as feature dimension increases, distributions indis-
tinguishable in low dimensions might become separable in
higher ones (i.e., nonlinear property can gradually becomes
linearly observable in higher dimensions) [5]. Therefore,
we would like to extend the alignment beyond the dimen-
sional limit of the model to align the distributions of dif-
ferent degradations both within the dimensional capacity of
the model and beyond it in higher or even infinite dimen-
sion. We believe the knowledge glimpsed from the higher
dimension can effectively “highlight” the deeper differences
between degradations and thus, serves as a “look-ahead”
to further steer the model towards degradation-invariant.
Meanwhile, the gradients from higher-dimensional align-
ment might also act like a perceptive teacher to facilitate
the optimization of alignment in lower dimensions.

To this end, in order to peep secrets from the higher di-
mension in a parameter-efficient way, let’s consider a fea-
ture mapping Φ : X → H, which transforms elements in X
into a reproducing kernel Hilbert space (RKHS) denoted as
H. Instead of derivating the explicit expression of Φ, in this
paper we utilize the Random Fourier features (RFF) [56] to
approximate the behavior of Radial Basis Function (RBF)
kernel to explicitly project features into HRFF where data
has limited dimension but shows similar properties as if in
infinite dimension space. Therefore, let u and v be the RFF
mapping function satisfying u(z),v(z) ∈ HRFF, we have
our nonlinear alignment as:

ℓnonlin. = ∥Cov(hx)− Cov(hx′)∥2F + ∥µ(hx)− µ(v(hx′)∥2F ,

hx =
(
u1(x), . . . ,un(x)

)
, hx′ =

(
v1(x′), . . . ,vn(x′)

)
,

HRFF =
{
h :

√
2 cos(ωx+ ϕ) | ω ∼ N (0, 1), ϕ ∼ U(0, 2π)

}
.

Discussion. Thanks to the advancement of realistic stochas-
tic degradation generation methods, training models with
multi-degradations has become standard for most recent
Blind SR works. Our method integrates seamlessly with
them by simply requiring the degradation generation model
(e.g., [49, 68]) to randomly generate one more degradation
for each (or some) image(s) to form the (x,x′) pairs for reg-
ularization. Note that the forward pass of (x,x′) can be ef-
ficiently parallelized across multiple GPUs. Furthermore,
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Table 1. Six benchmarks with eight types of degradations (clean, noise, blur, jpeg, blur+noise, blur+jpeg, noise+jpeg, and
blur+noise+jpeg) are used to evaluate the PSNR (dB) results in ×4 resolution settings. Degradations are abbreviated in table.

Models Set5 [4] Set14 [71] BSD100 [52]
clean blur noise jpeg clean blur noise jpeg clean blur noise jpeg

SRResNet [38] 24.85 24.73 22.52 23.67 23.25 23.05 21.18 22.32 23.06 22.99 21.34 22.47
+ Ours 25.93 25.62 23.15 24.38 24.12 23.80 21.67 22.99 23.83 23.64 21.77 23.04
Improvement +1.08 +0.89 +0.63 +0.71 +0.87 +0.75 +0.49 +0.67 +0.77 +0.65 +0.43 +0.57
RRDB [66] 25.18 25.12 21.79 23.82 23.74 23.36 21.02 22.59 23.38 23.32 21.00 22.73
+ Ours 26.78 26.55 23.02 24.70 24.70 24.35 21.91 23.21 24.59 24.54 23.47 23.67
Improvement +1.60 +1.43 +1.23 +0.88 +0.96 +0.99 +0.89 +0.62 +1.21 +1.22 +2.47 +0.94
MSRN [39] 25.25 24.89 22.57 24.08 23.38 23.10 21.80 22.53 23.38 23.30 21.92 22.76
+ Ours 25.81 25.52 22.84 24.46 23.93 23.64 21.86 22.83 23.72 23.58 22.01 22.98
Improvement +0.56 +0.63 +0.27 +0.38 +0.55 +0.54 +0.06 +0.30 +0.34 +0.28 +0.09 +0.22
SwinIR [43] 26.25 26.03 22.96 24.37 24.53 24.25 22.08 23.14 23.91 23.83 22.12 23.04
+ Ours 26.49 26.23 24.61 24.68 24.65 24.28 22.23 23.29 24.04 23.96 22.21 23.15
Improvement +0.24 +0.20 +1.65 +0.31 +0.12 +0.03 +0.15 +0.15 +0.13 +0.13 +0.09 +0.11

b+n b+j n+j b+n+j b+n b+j n+j b+n+j b+n b+j n+j b+n+j
SRResNet [38] 23.27 23.40 23.05 22.73 22.23 22.06 21.99 21.77 22.25 22.33 22.22 22.04
+ Ours 23.79 23.86 23.71 23.19 22.65 22.63 22.55 22.16 22.53 22.79 22.62 22.32
Improvement +0.52 +0.46 +0.66 +0.46 +0.42 +0.57 +0.56 +0.39 +0.28 +0.46 +0.40 +0.28
RRDB [66] 23.44 23.45 23.32 22.81 22.47 22.17 22.29 21.95 22.39 22.47 22.42 22.15
+ Ours 24.12 24.14 23.93 23.26 22.80 22.76 22.71 22.21 22.85 23.21 22.97 22.54
Improvement +0.68 +0.69 +0.61 +0.45 +0.33 +0.59 +0.42 +0.26 +0.46 +0.74 +0.55 +0.39
MSRN [39] 23.55 23.59 23.50 22.95 22.39 22.23 22.19 21.97 22.57 22.61 22.45 22.24
+ Ours 23.70 23.80 23.73 23.06 22.52 22.49 22.48 22.08 22.68 22.73 22.56 22.26
Improvement +0.15 +0.21 +0.23 +0.11 +0.13 +0.26 +0.29 +0.11 +0.11 +0.12 +0.11 +0.02
SwinIR [43] 23.80 23.84 23.67 22.99 22.53 22.73 22.59 22.20 22.61 22.82 22.61 22.34
+ Ours 24.13 24.17 23.89 23.09 22.87 22.79 22.81 22.28 22.77 22.98 22.76 22.40
Improvement +0.33 +0.33 +0.22 +0.10 +0.34 +0.06 +0.22 +0.08 +0.16 +0.16 +0.15 +0.06

Models Test2k [36] Urban100 [28] Manga109 [53]
clean blur noise jpeg clean blur noise jpeg clean blur noise jpeg

SRResNet [38] 23.91 23.71 21.77 23.11 21.23 21.06 19.74 20.60 18.42 18.75 18.08 18.27
+ Ours 24.58 24.43 22.17 23.65 21.94 21.65 20.19 21.20 19.18 19.46 18.90 19.02
Improvement +0.67 +0.72 +0.40 +0.54 +0.71 +0.59 +0.45 +0.60 +0.76 +0.71 +0.82 +0.75
RRDB [66] 24.16 23.64 21.34 23.36 21.57 21.18 19.61 20.93 18.59 18.64 18.30 18.41
+ Ours 24.97 24.76 22.15 23.86 22.29 21.95 20.21 21.40 19.40 19.61 18.96 19.24
Improvement +0.81 +1.12 +0.81 +0.50 +0.72 +0.77 +0.60 +0.47 +0.81 +0.97 +0.66 +0.83
MSRN [39] 22.99 23.83 22.30 23.22 21.35 21.14 20.19 20.75 19.12 19.31 18.72 18.89
+ Ours 24.52 24.23 22.38 23.56 21.88 21.54 20.22 21.14 19.23 19.35 18.84 19.01
Improvement +1.53 +0.40 +0.08 +0.34 +0.53 +0.40 +0.03 +0.39 +0.11 +0.04 +0.12 +0.12
SwinIR [43] 24.78 24.57 22.71 23.63 22.18 21.90 20.56 21.32 19.10 19.27 18.71 18.95
+ Ours 24.98 24.76 22.84 23.80 22.34 22.07 20.69 21.48 19.24 19.45 18.98 19.28
Improvement +0.20 +0.19 +0.13 +0.17 +0.16 +0.17 +0.13 +0.16 +0.14 +0.18 +0.27 +0.33

b+n b+j n+j b+n+j b+n b+j n+j b+n+j b+n b+j n+j b+n+j
SRResNet [38] 22.81 22.87 22.85 22.59 20.46 20.30 20.42 20.09 18.59 18.50 18.21 18.39
+ Ours 23.11 23.27 23.22 22.82 20.73 20.72 20.91 20.37 19.27 19.17 18.98 19.01
Improvement +0.30 +0.40 +0.37 +0.23 +0.27 +0.42 +0.49 +0.28 +0.68 +0.67 +0.77 +0.62
RRDB [66] 22.93 22.87 23.12 22.73 20.57 20.40 20.74 20.24 18.83 18.43 18.38 18.41
+ Ours 23.14 23.37 23.34 22.82 20.76 20.85 21.03 20.38 19.43 19.31 19.12 19.15
Improvement +0.21 +0.50 +0.22 +0.09 +0.19 +0.45 +0.29 +0.14 +0.60 +0.88 +0.74 +0.74
MSRN [39] 23.03 23.01 22.94 22.66 20.65 20.43 20.56 20.19 19.16 19.02 18.80 18.88
+ Ours 23.21 23.21 23.18 22.78 20.76 20.64 20.89 20.26 19.19 19.18 18.92 18.93
Improvement +0.18 +0.20 +0.24 +0.12 +0.11 +0.21 +0.33 +0.07 +0.03 +0.16 +0.12 +0.05
SwinIR [43] 23.15 23.27 23.21 22.81 20.89 20.79 20.98 20.45 19.07 19.02 18.79 18.80
+ Ours 23.35 23.47 23.45 22.93 21.02 20.98 21.12 20.53 19.37 19.35 19.15 19.12
Improvement +0.20 +0.20 +0.24 +0.12 +0.13 +0.19 +0.14 +0.08 +0.30 +0.33 +0.36 +0.32
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Ground Truth

SRResNet (22.85 dB) RRDBNet (23.60 dB) MSRNx4 (23.19 dB) SwinIR (23.92 dB)

SRResNet+ours (23.68 dB) RRDBNet+ours (24.05 dB) MSRNx4+ours (23.69 dB) SwinIR+ours (24.29 dB)

Ground Truth

SRResNet (20.21 dB) RRDBNet (19.78 dB) MSRNx4 (20.46 dB) SwinIR (20.58 dB)

SRResNet+ours (20.63 dB) RRDBNet+ours (20.82 dB) MSRNx4+ours (20.87 dB) SwinIR+ours (20.94 dB)

Ground Truth

SRResNet (24.41 dB) RRDBNet (24.47 dB) MSRNx4 (24.27 dB) SwinIR (24.55 dB)

SRResNet+ours (25.05 dB) RRDBNet+ours (25.19 dB) MSRNx4+ours (24.78 dB) SwinIR+ours (25.49 dB)

Figure 5. Visual results of representative degradations (blur, noise, and JPEG) on baseline models w/ and w/o our regularization.

explicitly aligning only the feature’s first and second order
statistics also makes our method reliable and efficient.

5. Experiment

In this paper we follow Kong et al. [37] and adopt the widely
acknowledged multi-degradations settings used in Blind SR
researches [68] to make fair and credible comparisons. Due
to space limits, we refer readers to our supplementary ma-
terials for more experimental settings and ablation studies.
Improvements on Baseline Models. We show the im-
provements of applying our methods on the top of baseline
models in Table 2. Notably, we achieve considerable perfor-
mance improvements in almost all cases (averaged 0.44dB).
We draw three conclusions from Table 2: (1) the test case
of blur + noise + jpeg (b+n+j) has universally the smallest
improvement (averaged 0.21dB) to baseline models com-
pared with other degradations types (averaged 0.45dB). We
hypothesize that this is because b+n+j is actually an “in-
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Figure 6. Average improvements on baseline models of our
method and Dropout on six benchmark datasets.
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Table 2. Comparisons with Dropout using both PSNR (run on
realistic data of NTIRE 2018 challenge) and LPIPS (run on six
widely used benchmarks).

Models
PSNR ↑ LPIPS ↓

mild / difficult / wild Set5 / Set14 / BSD / Manga / Urban / Test2k
SRResNet 16.94 / 17.84 / 17.55 0.241 / 0.353 / 0.433 / 0.220 / 0.323 / 0.369
+Dropout 17.10 / 18.02 / 17.78 0.245 / 0.356 / 0.439 / 0.223 / 0.333 / 0.374
+Ours 17.69 / 18.30 / 17.94 0.238 / 0.349 / 0.429 / 0.219 / 0.319 / 0.367
RRDB 16.79 / 17.66 / 17.38 0.218 / 0.324 / 0.398 / 0.206 / 0.300 / 0.344
+Dropout 17.31 / 18.17 / 17.89 0.229 / 0.334 / 0.412 / 0.210 / 0.309 / 0.354
+Ours 17.88 / 18.47 / 18.21 0.217 / 0.322 / 0.397 / 0.205 / 0.299 / 0.341

Ground Truth

Channel Dropout (22.99 dB)

Ours (23.83 dB) Ground Truth

Channel Dropout (18.03 dB)

Ours (18.41 dB)

Ground Truth

Channel Dropout (22.14 dB)

Ours (22.90 dB) Ground Truth

Channel Dropout (17.08 dB)

Ours (17.24 dB)

Figure 7. Restoration results of Dropout and our method.

distribution” test setting where the models already have
good enough performances. We call it “in-distribution” be-
cause following Wang et al. [68], the model is also (and
only) trained with such setting, although with different
degradation parameters. Since our method is designed to
improve performances over unknown degradations, it is not
surprising that we don’t have impressive results with “in-
distribution” setting. (2) On the contrary, the test cases of
clean, blur, noise and jpeg, whose patterns deviate the most
from training distribution (i.e., b+n+j), have shown excel-
lent improvements (averaged 0.55dB) compared with other
settings (averaged 0.31dB), demonstrating the improved
generalization ability offered by our method. (3) From the
perspective of models, SRResNet and RRDB show more
improvements (averaged 0.65dB) than MSRN and SwinIR
(averaged 0.22dB). We speculate that it’s because MSRN
and SwinIR introduce extra multi-scale and transformer ar-
chitecture over the residual CNNs of SRResNet and RRDB,
suggesting that multi-scale feature and larger receptive field
might also benefit model generalization in Blind SR. We
also show the visual comparisons of baseline models w/ and
w/o our regularization in Fig. 5, and as observed, models
regularized by our method generally perform better in con-
tent reconstruction and artifact removal.
Performance Comparison with Dropout. The compari-

son of average improvement between Dropout (unless oth-
erwise specified, Dropout used in our experiments refers to
the channel-wise Dropout used in [37]) and our method is
illustrated in Fig. 6. It is noteworthy that our method outper-
forms Dropout on all models and datasets, with an average
improvement of 0.57dB v.s. 0.26dB on SRResNet, 0.72dB
v.s. 0.31dB on RRDB, 0.25dB v.s. 0.07dB on MSRN and
0.22dB v.s. 0.05dB on SwinIR. We argue that the perfor-
mance gap observed here is reasonable, because our method
in essence explicitly aligns different degradations to encour-
age the model becomes degradation-invariant. However,
Dropout, aside from its side-effects discussed earlier, only
guides such invariant feature learning in a rather implicit
manner, and thus can’t thoroughly get rid of degradation-
specific information, leading to inferior generalization abil-
ity. The detailed data of Fig. 6 is in supplementary material.

Although the multi-degradation setting of [68] has been
proven effective in stimulating real-world degradations, we
further evaluate our approach against Dropout with realistic
NTIRE 2018 SR challenge data [61]. The results are pre-
sented in the left part of Table 2 with our method showing
overwhelming advantages in generalization over Dropout.
Moreover, we also investigate the model performances us-
ing the LPIPS metric [81] which is more relevant to percep-
tual details of an image in the right part of Table 2. The
results of LPIPS correspond to our previous discussion that
while Dropout improves PSNR by alleviating overfitting,
it could simultaneously bring negative impacts on the re-
covery of fine-grained details (reflecting by LPIPS). On the
contrary, our method can enjoy the best of both worlds with-
out such side-effect. We also visualize the restored images
of Dropout and our method for vivid comparison in Fig. 7.

6. Conclusion

From theoretical and experimental aspects, this paper first
reveal the side-effects of applying Dropout as a regularizer
in SR. Then as an alternative, we propose a simple and ef-
fective feature alignment regularization that can further en-
hance the generalization ability for Blind SR models. Given
the current challenges in advancing Blind SR researches,
we call for more efforts exploring training regularization, a
path not fully developed but potentially highly impactful.
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