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Abstract

Semi-supervised semantic segmentation allows model to
mine effective supervision from unlabeled data to com-
plement label-guided training. Recent research has pri-
marily focused on consistency regularization techniques,
exploring perturbation-invariant training at both the im-
age and feature levels. In this work, we proposed a
novel feature-level consistency learning framework named
Density-Descending Feature Perturbation (DDFP). In-
spired by the low-density separation assumption in semi-
supervised learning, our key insight is that feature den-
sity can shed a light on the most promising direction for
the segmentation classifier to explore, which is the regions
with lower density. We propose to shift features with confi-
dent predictions towards lower-density regions by pertur-
bation injection. The perturbed features are then super-
vised by the predictions on the original features, thereby
compelling the classifier to explore less dense regions to
effectively regularize the decision boundary. Central to
our method is the estimation of feature density. To this
end, we introduce a lightweight density estimator based
on normalizing flow, allowing for efficient capture of the
feature density distribution in an online manner. By ex-
tracting gradients from the density estimator, we can de-
termine the direction towards less dense regions for each
feature. The proposed DDFP outperforms other designs on
feature-level perturbations and shows state of the art per-
formances on both Pascal VOC and Cityscapes dataset un-
der various partition protocols. The project is available at
https://github.com/Gavinwxy/DDFP.

1. Introduction
Semantic segmentation is a fundamental task in visual un-
derstanding, involving pixel-level classification on input
images [7, 24, 34, 55]. However, segmentation models of-
ten exhibit a strong dependence on large amounts of an-
notated data. Unfortunately, collecting such training data
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(a) Original features (b) Perturbed features 

Figure 1. t-SNE visualization of per-pixel features from Pascal
VOC 2012 dataset [13]. (a) Features extracted from encoder. (b)
Features after the proposed DDFP strategy (shown in red). The
perturbed features significantly deviate from high density centers
and move towards low density regions within and out of clusters.

can be both time-consuming and laborious, thereby imped-
ing the practical application of segmentation models. To
address the challenge, semi-supervised semantic segmenta-
tion is drawing growing attention recently [42]. Such learn-
ing paradigm aims to enhance label-efficiency by utilizing
a limit amount of labeled data alongside massive unlabeled
data. The key lies in mining effective training signal from
unlabeled data to allow better model generalization.

Recent research in semi-supervised semantic segmen-
tation has witnessed a transition from primal adversar-
ial learning approaches [21, 35, 42] to self-training meth-
ods [16, 19, 50, 52]. Recent studies focus on consistency
regularization frameworks, which aim to enforce prediction
agreement across diverse views of unlabelled images [15].
Notably, alternative data views can also be created at fea-
ture level, which is explored by a line of works [33, 37, 51].
Among these methods, uniformly sampled noise, random
channel dropout, and perturbations adversarial to predic-
tions are applied to image features. Subsequently, predic-
tions on perturbed features are supervised by those derived
from the original ones, enabling feature-level consistency
learning. These methods have demonstrated their efficacy.
Nonetheless, previous design of feature-level perturbations

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

3303



seems to be designed for general purpose but not tailored
for the context of semi-supervised learning.

The low-density separation assumption in semi-
supervised learning states that decision boundaries should
ideally reside in low-density regions within the feature
space [4]. While previous efforts implicitly move towards
this objective, the question is whether a more direct and
effective approach can be devised. In an effort to address
this question, we propose a novel feature perturbation
strategy called Density-Descending Feature Perturbation
(DDFP) for semi-supervised semantic segmentation. We
assume that density information in feature space can shed a
light on the direction to improve decision boundary. With
density information, features with reliable label guidance
in self-training as shown in Fig. 1 (a) can be perturbed
toward regions of lower density as in Fig. 1 (b), while still
be supervised by its original semantic. Hence, the decision
boundary will be forced to explore less dense regions in
feature space to prevent classifier overfitting easy patterns.

The crux in our method is the acquisition of feature den-
sity distribution. Normalizing flow [12, 27], designed for
generative modelling, is a perfect fit for this task. Hence,
we propose a density estimator based on a normalizing flow
to learn and predict feature density in real time upon the
training of segmentation model. The estimator constructs
bijective mappings transforming a predefined base distri-
bution into the target feature probability density, with the
mappings optimized by likelihood maximization. Inspired
by previous work [22], we initialize the base distribution
as a Gaussian mixture model, where pair-wise links are
built between each Gaussian component and semantic cat-
egory, enabling more fine-grained optimization and density
description. Once the density information is obtained, the
density-descending direction on features can be obtained
from the density objective as the gradient over original fea-
tures. Hence, density-descending features can be created
with such perturbation injected, which are then leveraged
in consistency regularization framework. The density esti-
mator solely act as an observer upon the main segmentation
network, online tracking the feature density but not directly
contribute to the training of the main model. In inference,
the estimator is discarded thereby avoiding any computa-
tional overhead. The knowledge learned on the feature dis-
tribution indirectly benefits the segmentation classifier, pro-
viding effective hints for its optimization.

To verify the effectiveness of the proposed method, we
evaluate our method on mainstream benchmarks Pascal
VOC 2012 [13] and Cityscapes [10] dataset under different
data partition settings, where our method achieves state-of-
the-art performance. The contributions of our method can
be summarised as following:
• Inspired by the low-density separation assumption, we

propose to utilize density information in feature space and

design a novel density-descending feature-level perturba-
tions for consistency regularization framework.

• We propose to leverage a normalizing-flow-based den-
sity estimator to online capture feature density through
likelihood maximization training, from which density-
descending directions can be obtained.

• The proposed feature-level consistency regularization
achieves competitive performance on mainstream bench-
mark for semi-supervised semantic segmentation.

2. Related Works
Semi-supervised Learning. Semi-supervised learning
(SSL) aims to mine effective supervision from unlabeled
data. A fundamental technique is self-training [38, 39, 48,
60], which generates pseudo labels for unlabeled data based
on the knowledge from labeled samples, followed by re-
training on the combined data to improve model general-
ization. Recent research focuses on consistency regular-
ization [6, 23, 29–31, 40, 43], where models are benefited
from perturbation-invariant training on unlabeled samples.
Among these approaches, MixMatch [3] introduces label-
guessing by averaging predictions on multiple augmented
versions of unlabeled data. FixMatch [41] employs a weak-
to-strong consistency strategy where pseudo labels are gen-
erated from weakly augmented samples and used to super-
vise strongly augmented counterparts. Subsequent works
have proposed sophisticated pseudo label filtering strate-
gies. Among them, FlexMatch [53] takes into account the
varying learning difficulties among categories and designs
class-specific thresholds. FreeMatch [46] proposes an adap-
tive threshold that adjusts based on the model’s training sta-
tus, while SoftMatch [5] introduces a truncated Gaussian
function as confidence threshold for unlabeled samples.
Semi-supervised Semantic Segmentation. Research in
semi-supervised semantic segmentation has been influenced
by advancements in SSL techniques. Notably, self-training
and co-training methods [9, 14, 47, 50] have demonstrated
success by extracting pseudo labels from either a single
model or multiple models. For instance, ST++ [50] pro-
gressively and selectively generates pseudo labels to ensure
high-quality re-training. CPS [9] utilizes two differently ini-
tialized models and exchanges pseudo labels between them
to facilitate cross-supervision, while CCVC [47] follows a
similar framework but incorporates discrepancy loss to en-
hance model diversity. Another research line explores the
utilization of contrastive learning [1, 28, 32, 44, 45, 54, 58,
59]. Among these methods, ReCo [32] performs contrastive
learning on hard negative samples to regularize the feature
space, and U2PL [45] extracts negative samples from unre-
liable predictions to contrast against positive samples.

Consistency regularization has also shown progress in
semi-supervised semantic segmentation [15, 20, 33, 37, 51,
56, 57]. French et al. [15] adapts CutMix and CutOut tech-

3304



Student
Decoder

Student
Encoder

Likelihood 
Maximization

Density
Descent

Unlabeled Images

Teacher
Decoder

Teacher
Encoder

Density 
Estimator

 Moving
Average

Label 
Filtering

Pseudo Labels

Student PredictionsDensity
Estimator

Perturbation 
Injection

 Moving
Average

Stop 
Gradient

Stop 
Gradient

Element-wise Sum

Gradient Extraction

Training Mode

Evaluation Mode

(b) Perturbation Generation

(a) Learning Density Distribution

Feature Density Distribution

Aw

As

Lflow

V

V

Z

Z

δ∗

T (V)

Lft
con

Figure 2. Overview of the proposed density-descending feature perturbation strategy. Based on the weak-to-strong consistency regular-
ization, our method consists of two main components: (a) Learning Density Distribution and (b) Perturbation Generation. In phase (a), a
lightweight normalizing-flow-based estimator is adopted to learn the density information on unlabeled features from teacher encoder. A
mixture of Gaussian distribution is initialized and the estimator is optimized to maximize the feature likelihood on that distribution, which
is denoted by blue arrows. Meanwhile in phase (b), the density estimator is set as evaluation mode and applied on the student features.
Once feature distribution is approximated, the density-descending direction can be extracted by the gradient of the density objective on
unlabeled features. Predictions on the density-descending features are supervised by pseudo labels from teacher model. The whole pertur-
bation generation and injection process is indicated by red arrows.

niques from image classification to the segmentation do-
main, serving as a baseline for image-level strong augmen-
tations. Subsequently, AEL [20] proposes adaptive CutMix,
which targets under-performing categories during training.
Consistency has also been explored at the feature level. Uni-
Match [51] introduces random channel dropout on features
and enforces consistency between predictions on perturbed
features and the original ones. PS-MT [33] further explores
adversarial perturbations that induce the most disagreement
among multiple teacher models, effectively regularizing the
training of the student model.

Our research also focuses on feature-level consistency
regularization. However, our novelty lies in the design of
feature-level perturbations that leverage density information
in the feature space to regulate the decision boundary.

3. Methodology
3.1. Problem Statement

In semi-supervised semantic segmentation, an labeled set
Dl = {(xl

i, y
l
i)}

|Dl|
i=1 is given with images xl

i ∈ RH×W×C

of size H ×W and channel number C. yli ∈ RH×W×K are
annotations with K classes. Meanwhile, massive unlabeled
data Du = {xu

i }
|Du|
i=1 are also provided, where |Du| ≫ |Dl|.

Then, semi-supervised segmentation models are designed
to be optimized on both data sets, aiming to achieve stronger
model generalization beyond labeled data.

3.2. Basic Framework

Before diving into the proposed feature perturbation strat-
egy, we first go through the basic framework. We adopt the
widely used teacher-student model combined with image-
level consistency regularization in this work. The seg-
mentation model f = g ◦ h consists of a feature encoder
h(·) : X → V , which maps images X into feature space
V , and a mask decoder g(·) : V → P , which then decodes
features into class probabilities P . While the student model
is optimized, the teacher model f ′ = g′ ◦ h′ is updated as
the exponential moving average (EMA) of student.

For the supervised learning part, a mini-batch of labeled
images Bl = {(xl

i, y
l
i)}

|Bl|
i=1 is given. With i for i-th im-

age and j indicating pixel index, the cross-entropy loss is
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applied to supervise the model predictions:

Lsup =
1

|Bl|
1

HW

|Bl|∑
i=1

HW∑
j=1

ℓce(f(x
l
ij), y

l
ij). (1)

The image-level consistency regularization is performed
on unlabeled images Bu = {xu

i }
|Bu|
i=1 . Let Aw(·) and As(·)

denote the weak and strong image augmentation strategies,
respectively. For an unlabeled image xu

i , we obtain the
probability predictions on its augmented versions as:

pwi = f ′(Aw(xu
i )) (2)

psi = f(As(xu
i )). (3)

Pseudo labels yuij are extracted by one-hot encoding on
teacher predictions pwij and then used to supervised the stu-
dent predictions psij . The image-level consistency loss Lim

con

is calculated as:

Lim
con =

1

|Bu|
1

HW

|Bu|∑
i=1

HW∑
j=1

ℓce(p
s
ij , y

u
ij)·1(max(pwij) > τ),

(4)
where a fixed probability threshold τ is applied to screen
out potential noisy labels with low prediction confidence.

3.3. Density-Descending Feature Exploration

Upon the basic learning framework, we introduce a novel
feature-level consistency regularization to boost the model
generalization ability. This section gives details of our
density-descending feature perturbation strategy. We will
first introduce the proposed density estimator which is
based on normalizing flow. Then, the whole process is ex-
plained as shown in Fig. 2, which mainly consists two main
sessions: (a) Learning Density Distribution where density
estimator is optimized by likelihood maximization on image
features to capture their density, and (b) Perturbation Gen-
eration where the learned density information is leveraged
to generate density-descending perturbations on features.

3.3.1 Feature Density Estimation Module

To address the challenge of tracking the unknown density
distribution pV in a dynamic feature space V , we propose
a density estimator based on normalizing flows. Normaliz-
ing flows are specifically designed for generative modeling
tasks, allowing for the learning of complex density func-
tions by transforming a known distribution through a series
of invertible mappings. In our approach, given a known la-
tent distribution pZ , the density estimator is defined as the
mapping φ(v) that transforms features V ∈ Rd into the la-
tent space Z ∈ Rd, with the inverse mapping φ−1(z) to
map them back to the original feature space.

The density of the unknown distribution pV(v) can be
modeled using the transformed variable φ(v) through the
change of variable formula:

pV(v) = pZ(φ(v)) ·
∣∣∣∣det ∂φ∂v

∣∣∣∣ , (5)

where ∂φ
∂v represents the Jacobian matrix of the transforma-

tions in φ, which are carefully designed to ensure that the
Jacobian determinant is tractable. The parameters in the
normalizing flow are optimized through likelihood maxi-
mization on pV .

3.3.2 Learning Feature Density

During the training of segmentation model, the pixel-level
features on both labeled and unlabeled images are extracted
by encoders. Since teacher encoder shows higher stabil-
ity in training, we focus on optimizing the density estima-
tor φθ, parameterised by θ, on teacher features. In the la-
tent space, we assign distinct Gaussian distributions to each
class. Specifically, the distribution for class k is initialized
with mean µk and covariance Σk, while the overall distribu-
tion across all categories is modeled as a mixture of Gaus-
sians, weighted by πk where

∑K
k=1 πk = 1. This allows

us to estimate the likelihood of a latent variable z with an
unknown label using the following expression:

pZ(z) =
K∑

k=1

πkN (z|µk,Σk). (6)

Specifically, in each training iteration, a batch of labeled
features V l = {vlm, ym}|V

l|
m=1 and unlabeled features Vu =

{vun}|V
u|

n=1 are collected from teacher encoder with gradient
cut off. For a labeled feature vlm of class k, its likelihood is
estimated by the target Gaussian component as

pV(v
l
m|y = k; θ) = N (φθ(v

l
m)|µk,Σk) ·

∣∣∣∣det ∂φθ

∂vlm

∣∣∣∣ . (7)

For unlabeled feature, since no trustworthy labels are
provided, their density can be captured in unsupervised
manner to alleviate the potential bias in classifier predic-
tions:

pV(v
u
n; θ) =

K∑
k=1

πkN (φθ(v
u
n)|µk,Σk) ·

∣∣∣∣det ∂φθ

∂vun

∣∣∣∣ . (8)

The optimization objective Lflow for density estimator is
the unified log-likelihood combining estimation from both
labeled and unlabeled features:

Lflow = − 1

|V l|+ |Vu|

( |Vl|∑
m=1

log pV(v
l
m|ym; θ)

+

|Vu|∑
n=1

log pV(v
u
n; θ)

)
.

(9)
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Then, θ is optimized to maximize likelihood in feature
space. By learning upon pZ , we can effectively harness
the knowledge present in the labeled set to establish con-
nections between classes and their corresponding Gaussian
components and to guide the initialization of the density es-
timator φθ. This approach allow us to capture the inherent
structure and relationships between different classes. Addi-
tionally, the optimization process on the unlabeled features
through unsupervised likelihood maximization enables the
density estimator to adapt and refine its representation to
better align with the underlying data distribution.

3.3.3 Generating Density-descending Perturbation

During the optimization on the density estimator φθ, we
employ it to generate density-descending perturbations
on student features for consistency learning. The log-
likelihood evaluation of a student feature v in the Gaus-
sian mixtures, denoted as log pV(v; θ), is determined based
on the current φθ using Eq. 8. In such setting, each fea-
ture is evaluated in the unified distribution rather than a sin-
gle Gaussian component, assuring the following density de-
scent happens in the global scale.

The generation of density-descending perturbations
draws inspiration from adversarial learning practices. How-
ever, unlike traditional adversarial learning, where pertur-
bations primarily aims to attack classification results, our
strategy focuses on the density objective, guided by the
evaluation of the estimator φθ. Within a predefined explo-
ration range ϵ, the objective is to find perturbations δ∗ that
result in the most substantial decrease in feature density:

δ∗ = argmax
∥δ∥2≤ϵ

(− log pV(v + δ)) . (10)

The direction of perturbation can be determined by com-
puting the gradient of the likelihood minimization objective
− log pV(v) with respect to the target feature v, denoted as
∇v(− log pV(v)). The calculation is as follows:

δ∗ = ϵ · ∥∇v(− log pV(v))∥2, (11)

where ∥·∥2 represents L2-normalization, and ϵ the magni-
tude of the perturbation, determining the exploration step.
Consequently, the density-descending version of the origi-
nal feature can be obtained by injecting the perturbation:

T (v) = v + δ∗, (12)

where T (·) denotes the perturbation injection operation.
The perturbed features are expected to shift towards lower-
density regions, based on the current estimation of φθ.

3.4. Unified Training Objective

With the proposed perturbation generation strategy, we em-
ploy feature-level consistency regularization. The features

to be perturbed are shared with image-level consistency
learning for computational efficiency, which are extracted
from the student encoder h as follows:

vsi = h(As(xu
i )). (13)

Subsequently, predictions on these features are generated
using the student decoder g:

pftij = g(T (vsij)). (14)

To align the predictions between the original and perturbed
features, we introduce the consistency loss Lft

con, which is
calculated as:

Lft
con =

1

|Bu|
1

HW

|Bu|∑
i=1

HW∑
j=1

ℓce(p
ft
ij , y

u
ij)·1(max(pwij) > τ).

(15)
Here, pseudo labels are derived from teacher predictions,
and label filtration is employed to ensure that density-
descending features are only guided by reliable labels.

The overall optimization is achieved by unifying three
learning objectives: the supervised learning loss Lsup, the
image-level consistency loss Lim

con, and the feature-level
consistency loss with density-descending feature perturba-
tions. The unified objective Luni is defined as:

Luni = Lsup + Lim
con + λftLft

con. (16)

Here, λft represents the weight assigned to the feature-level
consistency loss term.

4. Experiments
4.1. Implementation Details.

Datasets. The experiments are performed on two stan-
dard datasets, which are Pascal VOC 2012 [13] and
Cityscapes [10]. Pascal VOC contains 20 foreground and
1 background classes. It is initially built with 1464 train-
ing images with high-quality annotations and 1449 valida-
tion images, which is denoted as classic set. Then, SBD
dataset [17] with coarse annotations is introduced to extend
the training set to 10582 images to form the blended set.
We conduct experiments on both classic and blended sets.
Cityscapes contains 19 semantic categories of urban scenes.
It consists of 2975 and 500 annotated images for training
and validation, respectively. For both datasets, we follow
data partitions in CPS [9] to generate subsets of 1/16, 1/8,
1/4, and 1/2 from the training set as labeled data, while the
remaining images are utilized as the unlabeled set.

Evaluation Protocols. We report the mean of intersection
over union (mIoU) for all settings. For Pascal VOC, single-
scale evaluation on center-cropped images are performed.
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For Cityscapes, we adopt sliding window evaluation on the
validation images with resolution of 1024× 2048.

Implementation Details. We adopt DeepLabV3+ [8] with
ResNet-101 [18] pretrained on ImageNet [11] as the seg-
mentation model. We use SGD optimizer with momentum
of 0.9 and polynomial learning rate scheduler. For Pas-
cal VOC, the model is trained for 80 epochs with initial
learning rate of 0.001. The images are copped to 513×
513 for training. For Cityscapes, we train 200 epochs with
initial learning rate of 0.01 under a crop size of 769×769.
The batch size is set to 16 for both datasets. The predic-
tion thresholds τ in Eq. 4 and 15 are set to 0.95 for Pascal
VOC and 0.7 for Cityscapes. The momentum for updating
teacher model is set to 0.999 for all experiments.

For the weak image-level augmentation Aw(·), we adopt
random resize within the scale range [0.5, 2.0], random crop
and random flip. The strong data augmentation As(·) is
implemented by the random combination of CutMix [15],
Gaussian blur, color jitter and random grayscale.

Density Estimator. Our density estimator is designed as
a modified RealNVP [12] module. Since the features are
regulated by the segmentation objective, they show more
clear patterns and also with lower dimensions compared to
natural images, which largely ease the process of density
learning. This allows a highly lightweight density learner
with negligible amount of parameters. Fig. 3 shows a sin-
gle block in the proposed density estimator, where the input
feature v is split in half in channel and then merged into v′

with identical dimensions. The whole module contains two
cascaded blocks with channel permutation between them,
transforming from v to z. The NN part is implemented by
two cascaded Linear (256) layers with learnable parameters.
The module is implemented with FrEIA [2] library.

For the GMM in latent space, the number of Gaus-
sian components is set as 21 and 19 for Pascal VOC and
Cityscapes, respectively. The mean for k-th component is
drawn from the standard normal distribution µk ∼ N (0, I)
and the covariance matrix is set as an identity matrix Σk =
I . Only the flow module φθ is updated by likelihood max-

imization. In each iteration, 20k feature vectors are sam-
pled equally from both labeled and unlabeled samples for
training. For all the experiments, we adopt Adam optimizer
and step learning rate scheduler with initial learning rate of
0.001. The training of density estimator starts from the sec-
ond epoch during the training of segmentation model.

4.2. Comparison with State-of-the-Art Methods

In this section, we compare our method with the state-
of-the-art on both Pascal VOC and Cityscapes under vari-
ous partition protocols. The data splits in our experiments
strictly follow previous works [9, 33, 50]. All the results
are produced by DeepLabV3+ segmentation decoder with
ResNet-101 as backbone.

Results on Pascal VOC 2012. In Tab. 1, we compare our
DDFP with other methods on classic Pascal VOC set and
our method shows competitive results. DDFP brings sig-
nificant performance improvement over supervised base-
line by +29.18%, +23.09% and +13.63% on 1/16, 1/8 and
1/4 splits. Compared with previous method PS-MT [33]
that focuses on designing feature-level perturbations, our
DDFP yields stronger performance especially in low-data
regime. Specifically, we improve over PS-MT by +9.15%
and +8.43% under 92 and 183 labeled images, respectively.

Tab. 2 reports the results on blended Pascal VOC dataset
that contains noisy annotations, which is a more challeng-
ing setting. Our DDFP consistently produce competitive
results. Compared with supervised baseline, our method
achieves performance gain of +10.45%, +7.33%, +4.03%
and +3.77% on 1/16, 1/8, 1/4 and 1/2 labeled image propor-
tions, respectively. Compared with previous methods, our
method yields best results in most cases.

Results on Cityscapes. In Tab. 3, we evaluate our method
on Cityscapes. The proposed DDFP significantly improves
supervised baseline by +11.36%, +5.66%, +5.45% and
+2.99% on 1/16, 1/8, 1/4 and 1/2 splits. Our method out-
performs previous best method UniMatch [51] by +0.68%
and +1.32% on 1/4 and 1/2 data settings.

4.3. Ablation Studies

In this section, we conduct a series of experiments to inves-
tigate the effectiveness of our proposed feature perturbation
strategy. All the experiments are based on 1/4 (366) and 1/2
(732) data partitions in classic Pascal VOC 2012 dataset.

Effectiveness of the density-descending perturbation. In
Tab. 4, we ablate the framework to manifest the effective-
ness of DDFP. We set the model with image-level consis-
tency regularization in Experiment II as the main baseline.
We first introduce noise sampled from normal distribution
to see if randomly perturbed features can enhance model
performance. The noise vectors are normalized and then
applied on features. By comparing results in Experiment III
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Table 1. Comparison with state-of-the-art methods on PASCAL VOC 2012 validation set with mIoU results (%) ↑. Labeled images
are sampled from the high-quality classic set comprising 1464 samples. The fractions 1/n and the following integers (m) denote the
proportions and numbers of labeled images, respectively.

Method 1/16 (92) 1/8 (183) 1/4 (366) 1/2 (732) Full (1464)

Supervised 45.77 54.92 65.88 71.69 72.50

CutMix [15] 52.16 63.47 69.46 73.73 76.54
CPS [9] 64.07 67.42 71.71 75.88 -
U2PL [45] 67.98 69.15 73.66 76.16 79.49
ST++ [50] 65.20 71.00 74.60 77.30 79.10
PS-MT [33] 65.80 69.58 76.57 78.42 80.01
PCR [49] 70.06 74.71 77.16 78.49 80.65
GTA-Seg [25] 70.02 73.16 75.57 78.37 80.47
UniMatch [51] 75.20 77.20 78.80 79.90 81.20
CCVC [47] 70.20 74.40 77.40 79.10 80.50
AugSeg [57] 71.09 75.45 78.80 80.33 81.36

Ours 74.95 78.01 79.51 81.21 81.96

Table 2. Comparison with state-of-the-art methods on PASCAL
VOC 2012 validation set with mIoU results (%) ↑. Labeled im-
ages are sampled from the extended blended set which consists of
10582 samples. * means reproduced results on CPS [9] splits.

Method 1/16 (662) 1/8 (1323) 1/4 (2646) 1/2 (5291)

Supervised 67.87 71.55 75.80 77.13

MT [43] 70.51 71.53 73.02 76.58
CutMix [15] 71.66 75.51 77.33 78.21
CCT [37] 71.86 73.68 76.51 77.40
GCT [26] 70.90 73.29 76.66 77.98
CPS [9] 74.48 76.44 77.68 78.64
U2PL∗ [45] 74.43 77.60 78.70 79.94
PS-MT [33] 75.50 78.20 78.72 79.76
UniMatch [51] 78.10 78.40 79.20 -
CCVC [47] 76.80 79.40 79.60 -
AugSeg [57] 77.01 77.31 78.82 -

Ours 78.32 78.88 79.83 80.90

∗ Results are reproduced on CPS [9] splits.

and II, random perturbations improve baseline by +0.82%
and +0.95% on 366 and 732 settings, respectively. Then, in
Experiment IV, we inject density-descending perturbations
under the same magnitude to replace random noise, which
significantly boosts the model performance by +4.07% and
+3.65% on two splits compared with baseline. This indi-
cates that most performance gain in DDFP is brought by
our density-descending design.

Impact of perturbation step size ϵ. We also investigate
the impact of perturbation step size ϵ in Eq. 11, which in-
dicates the magnitude of a normalized vector. In Tab. 5,
we compare the performance under different step sizes. We
found that the model performance improves when step size
increases from 1, and the optimal step size slightly varies on
different data splits. We choose step size of 4 as the default

Table 3. Comparison with state-of-the-art methods on Cityscapes
validation set with mIoU results (%) ↑. Labeled images are sam-
pled from Cityscapes train set which contains 2975 samples.

Method 1/16 (186) 1/8 (372) 1/4 (744) 1/2 (1488)

Supervised 65.74 72.53 74.43 77.83

MT [43] 69.03 72.06 74.20 78.15
CutMix [15] 67.06 71.83 76.36 78.25
CCT [37] 69.32 74.12 75.99 78.10
GCT [26] 66.75 72.66 76.11 78.34
CPS [9] 74.72 77.62 79.21 80.21
U2PL [45] 70.30 74.37 76.47 79.05
PS-MT [33] - 76.89 77.60 79.09
PCR [49] 73.41 76.31 78.40 79.11
GTA-Seg [25] 69.38 72.02 76.08 -
UniMatch [51] 76.60 77.90 79.20 79.50
AugSeg [57] 75.22 77.82 79.56 80.43

Ours 77.10 78.19 79.88 80.82

Table 4. Ablation study on main components of DDFP. Lim
con:

Self-training with image-level consistency regularization. Lft
con:

Feature-level consistency regularization. Random: Random noise
sampled from normal distribution as perturbations. DD: The pro-
posed density-descending perturbations.

DDFP Framework mIoU (%)

Supervised Lim
con

Lft
con

(Random)
Lft
con

(DD)
366 732

I ✓ 65.88 71.69
II ✓ ✓ 75.44 77.56
III ✓ ✓ ✓ 76.26 78.51
IV ✓ ✓ ✓ 79.51 81.21

setting where overall best performance can be achieved.
Overly large step size can hurt the performance since ag-
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Table 5. Ablation study on the magnitude of perturbation vectors.
The magnitude refers to ϵ in Eq. 11.

Magnitude 1 2 4 6 8

366 78.76 78.96 79.51 79.43 79.41
732 81.03 81.23 81.21 81.07 80.79

Table 6. Ablation study on the impact of loss weight λft in Eq. 16.

λft 0.2 0.5 1 1.5 2

366 78.89 79.51 79.28 79.40 77.78
732 80.87 81.21 81.13 80.56 80.22

Table 7. Comparison with other feature-level perturbations. All
perturbations are implemented on the same baseline framework.

Perturbation Type 366 732

Uniform Noise [37] 75.69 78.52
Channel Dropout [51] 77.76 80.38
VAT [33] 76.87 78.38
Density-descending 79.51 81.21

gressive exploring towards low density regions might end
up with out-of-distribution samples.

Impact of loss weight λft. We also examine the model
performance under different λft in Eq. 16. As shown in
Tab. 6, the optimal weight for our feature-level consistency
loss is around 0.5, which is the default setting in our exper-
iments. Further increasing the contribution of the loss can
lead to degenerated performance. Our guess is the image-
level consistency serves as the foundation for the proposed
perturbation strategy to function and the overly aggressive
optimization of feature-level consistency might interfere the
consistency learning at image-level.

Comparison with other feature perturbations. To fur-
ther validate the effectiveness of DDFP, we compare it with
different types of feature-level perturbations. As shown in
Tab. 7, Uniform Noise is the perturbation sampled from
a uniform distribution as in CCT [37]. Channel Dropout
refers to randomly zeroing out half of the feature chan-
nels following UniMatch [51]. VAT indicates the perturba-
tion in virtual adversarial training [36] which is introduced
in semi-supervised semantic segmentation by PS-MT [33].
All the perturbations are implemented on the same baseline
framework which is self-training with single-stream weak-
to-strong image-level consistency regularization. In Tab. 7,
the quantitative results show the superiority of our density-
descending perturbation. Specifically, our DDFP signifi-
cantly outperforms the second best Channel Dropout strat-
egy by +1.75% and +0.83% on 366 and 732 splits.

(a) (b) (c) (d)

Figure 4. Qualitative results on Pascal VOC 2012 dataset. Mod-
els are trained under classic 732 partitions. (a) Input images. (b)
Results from baseline model with image-level consistency regu-
larization only. (c) Results by our DDFP. (d) Ground truth.

Qualitative Results. We show the qualitative results on
Pascal VOC dataset in Fig. 4. By observation, baseline
method only with image-level consistency regularization
performs poorly to capture the complete outline of the ob-
ject as shown in the first row in Fig. 4 (b). Also, in cer-
tain context, it has difficulty distinguishing visually similar
classes like cat and dog as shown in the second row of Fig. 4
(b). Equipped with DDFP, the model predicted more accu-
rately on shapes and classes, which is shown in Fig. 4 (c).

5. Conclusion
In this work, we propose a novel feature-level consistency
regularization strategy name Density-Descending Feature
Perturbation (DDFP) for semi-supervised semantic segmen-
tation. The aim of DDFP is to create perturbed features
in low density regions in feature space, to force deci-
sion boundary to explore less dense regions thus enhanc-
ing model generalization. Density estimation is the heart of
our method, which is achieved by our proposed lightweight
density estimator based on normalizing flow. Extensive ex-
periments under various data settings have shown that our
DDFP can effectively boost model performance and outper-
form other types of feature-level perturbation designs.
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