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Figure 1. NeRFiller. We propose a generative 3D inpainting approach for scene or object completion. Given a 3D capture with incomplete
regions (left), our approach completes scenes such as the incomplete teddy bear scan (top left) and deletes unwanted occluders such as the
pillow and the price tag (bottom left). We can also control the completions using a reference inpainted exemplar (right) to guide the process.

Abstract

We propose NeRFiller, an approach that completes miss-
ing portions of a 3D capture via generative 3D inpainting
using off-the-shelf 2D visual generative models. Often parts
of a captured 3D scene or object are missing due to mesh
reconstruction failures or a lack of observations (e.g., con-
tact regions, such as the bottom of objects, or hard-to-reach
areas). We approach this challenging 3D inpainting problem
by leveraging a 2D inpainting diffusion model. We identify
a surprising behavior of these models, where they generate
more 3D consistent inpaints when images form a 2x2 grid,
and show how to generalize this behavior to more than four
images. We then present an iterative framework to distill
these inpainted regions into a single consistent 3D scene. In
contrast to related works, we focus on completing scenes
rather than deleting foreground objects, and our approach
does not require tight 2D object masks or text. We compare
our approach to relevant baselines adapted to our setting
on a variety of scenes, where NeRFiller creates the most
3D consistent and plausible scene completions. Our project
page is at https://ethanweber.me/nerfiller.

1. Introduction

Consider the 3D scanned teddy bear and cat in Figure 1.
In many 3D captures such as these, parts of the scene may
not be as one desires: there may be unobserved regions
such as the bottom of the bear and behind the cat, or there
may be unwanted parts such as the price tag on the cat ear.
Additionally, one may want to modify a feature, or generate
a variety of alternative models, e.g., a bear with bunny ears
or a santa cat. All of these tasks require the ability to edit
and inpaint content in a 3D-aware and multi-view consistent
manner. This is a challenge, since 2D generative inpainting
models will not by default generate 3D consistent images.
Our goal is to take a step in this direction and present a
method that can create new content via scene completion
conditioned on a set of multi-view images.

Specifically, we present a 3D scene completion frame-
work called NeRFiller, which given a scene and specified
parts of the scene to inpaint, returns a 3D scene that is com-
pleted in a multi-view consistent manner. Our approach not
only completes missing regions (Figure 1, center), but can
also generate multiple variations of the missing regions (Fig-
ure 1, right). Furthermore, our approach does not require
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Figure 2. Object removal vs. scene completion. We focus on
scene completion (right) as opposed to object removal (left). Prior
work focuses on removing entire objects with tight masks, while we
tackle the more general setting of completing scenes with arbitrary
missing regions across wide baselines. More realistic scenarios
include missing regions or parts of scenes to edit, as illustrated in
Figure 1.

text prompting and can operate from the scene context alone.

We achieve this by proposing a novel approach to gener-
ate inpaints with an off-the-shelf 2D generative image model
in a manner that encourages multi-view consistency. Specif-
ically, we identify a useful phenomenon in text-to-image
diffusion models that we refer to as a Grid Prior: denoising
four images with missing observations that are tiled in a 2x2
grid results in more consistent multi-view inpaints than in-
painting them independently, shown in Figure 3. We propose
a method called Joint Multi-View Inpainting that generalizes
this behavior to more than four images. While this technique
results in more 3D consistent inpaints, it is still a 2D-based
approach and 3D consistency is not guaranteed. Therefore,
we propose a way to distill these inpaints in a global 3D
scene representation in an iterative manner.

While there has been a surge of recent works that generate
3D scenes completely from scratch using text [14, 23] or
image guidance [29, 30], our approach differs in that we
focus on completing scenes given the context of an existing
3D scene. Our approach is related to recent methods that
remove a specified object from a scene [37], but we can
generate new content that goes beyond completing a textured
background, as illustrated in Figure 2. We also do not assume
a tight object mask, and can generate a diverse set of inpaints.

To demonstrate the efficacy of our approach, we experi-
ment with a diverse set of scenes including 3D indoor pho-
togrammetry captures lacking coverage in certain areas, 3D
scenes with specified missing regions, and 3D objects. While
our problem is challenging, we show that NeRFiller can re-
cover more 3D consistent and plausible results compared to
recent state-of-the-art methods adapted to our setting.

2. Related Work

Our goal is to complete missing parts of an existing 3D scene.
There are several ways to approach this, via 2D inpainting
or via distilling a 2D generative model for 3D generation.

2D inpainting. 2D inpainting methods take an image and
mask and complete the missing content at the mask location.
Early methods relied on inpainting by copying texture from
known regions into the unknown regions [13]. A state-of-

Individual inpainting

Figure 3. Grid Prior. Here we inpaint the corner of the room (left
illustrated in pink) with individual inpainting (top) and our Grid
Prior method (bottom). Individual inpaints are diverse, while the
Grid Prior encourages multi-view consistency.

the-art model is LaMa (Large Mask inpainting) [48], which
is particularly good at infilling large missing areas. It uses
fast Fourier convolutions, a large receptive field, and large
training masks. This model is highly effective at complet-
ing plausible “background” textures within a specified mask
(Fig. 2 left) but lacks diverse outputs as it is determinis-
tic. Probabilistic diffusion models [22, 39] have recently
produced remarkable results for image generation. They
can also be used for inpainting and can generate diverse
inpainted outputs. Pixel-based diffusion models do not have
to be trained explicitly for inpainting, but can be modified
at test-time by setting known regions before each denoising
iteration [32]. Latent diffusion models (LDMs) [44] are also
effective at inpainting and are efficient because they oper-
ate in latent space. However, they require fine-tuning for
inpainting with image and mask conditioning. 2D inpaint-
ing models can be prompted [ 1] and/or fine-tuned [24, 50]
enabling additional flexibility for downstream applications.

3D generation. 3D generation takes as input text or im-
ages and outputs 3D content. The Infinite Nature line of
work [27, 29, 30, 42, 60], takes as input a single image and
generates immersive fly-through content using a 2D inpaint-
ing model queried in an autoregressive manner [29, 30]. Cai
et. al. [6] follow this path with a diffusion model, however,
none of these approaches can recover a global 3D scene rep-
resentation. Persistent Nature [7] and related work [9, 12]
maintain a latent scene but are completely generative and
not conditioned on input image sets. SceneScape [14] and
Text2Room [23] use text prompts and 2D inpainters to cre-
ate a 3D mesh by using an inpainter and depth predictor
to successively stitch a mesh. These approaches cannot fix
a mistake in the scene if a bad inpaint is made during the
successive stitching because no global optimization is per-
formed.

Other methods create 3D content via a global optimiza-
tion strategy. DreamFusion [40] and related works [56, 63]
use the NeRF framework to optimize a 3D volume given
a text prompt. Others train models to have 3D consistent
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Figure 4. Joint Multi-View Inpainting. We use the Grid Prior with more than four images by averaging diffusion model predictions. We
take IV images (left), create N/4 grids, and obtain a noise prediction from SD [44]. We do this M times and average the noise predictions
before taking a denoising step. At zo, the images (right) are fairly consistent and can be used to train a NeRF with our Inpaint DU method.

properties [28, 31, 51, 58, 63]. Follow-up works leverage 2D
diffusion models techniques [15, 45] to create 3D content
conditioned on real images [8, 33, 41]. These approaches
are not designed for the inpainting task.

3D inpainting. Unlike most 3D generation methods, we
ground our inpaints with an actual 3D scene or object that has
missing regions (Figure 1). Casual capture [5, 19, 20, 34, 52]
or NeRFs [26, 35] is a use-case as they often contain artifacts
when rendered from novel views [17, 57]. Most relevant to
scene the completion setting is the object removal setting
(see Figure 2). These works remove foreground objects from
NeRF captures [37, 53, 59]. They do this by inpainting each
image in a NeRF dataset once and training with various
losses including patch-based perceptual losses and depth
regularization. [36] enables inpainting from a reference
image. A variety of these methods are evaluated on the SPIn-
NeRF dataset, which is in the forward-facing LLFF [34]
format and has small parallax. Our work uses datasets with
a significantly larger baseline.

Our focus is on the more general scene completion setting,
which is related to editing. IN2N [18] edits a scene using
InstructPix2Pix [4], but it cannot hallucinate new geometry.
The video editing literature is also relevant, with techniques
such as extended attention from Tune-A-Video [16, 61] to
encourage consistency in edited video frames. However, edit-
ing 2D images does not guarantee consistency when lifted to
3D. In our method, we encourage 2D inpaints to converge via
iterative NeRF optimization and dataset updates. Moreover,
we achieve this with off-the-shelf 2D generative models with-
out the need for expensive purpose-trained diffusion models
or model fine-tuning.

3. Preliminaries
3.1. Neural Radiance Fields (NeRFs)

Neural radiance fields (NeRFs) [35] represent the 3D geom-
etry and radiance of a scene with neural networks. NeRFs
take as input an 3D position (z, y, z) and a viewing direction
(8, ¢), and output a color and density (c, ). To train a NeRF
fo, a set of calibrated, posed images are used to construct

a set of 3D rays r(¢) = o + t¢d for each pixel with known
color C(r). During training, these rays are sampled and
rendered via volumetric rendering to obtain a color estimate
C(r). Rays are sampled from training images and the field is
optimized with photometric losses £.,c.s (C(r), C(r)), e.g.,
MSE or LPIPS [62]. During inference, a full image is ren-
dered with all rays of the desired camera.

3.2. 2D Diffusion Models

Diffusion models consist of two processes: a forward process
g that gradually adds noise to a data sample 2y ~ Dgata(2),
and a learned reverse process to iteratively denoise a pure
Gaussian noise sample 2z ~ A(0,1) into a clean im-
age zp. An intermediate noisy z; can be obtained from
the clean image by adding noise € with scaling &y, where
2t = +/ayzo + /1 — age. The diffusion model ey predicts
noise € present in the image z; as € = €4(2¢,t,¢). tisa
time indicating how much noise is in the sample, and ¢
is a general form of conditioning (e.g., images, masks, or
text). During training, random noise € and ¢ are sampled
and the objective Lg;r = ||é — €[|? is minimized. With
the prediction € at time ¢, a reduced noise z;_; can be ob-
tained by z;_1 = z; — € (where we omit the scaling of € for
simplicity). Repeating this until z( yields a fully denoised
sample. Stochastically training with ¢ (conditionally) and
without ¢ (unconditionally) enables classifier-free guidance
(CFG) [21] during inference time. In practice, z is latents
since we are using SD (Stable Diffusion) [44], but in general
we can map from z to higher resolution pixels x with an
encoder £(x) and decoder D(z).

Using a diffusion model as a prior. Diffusion models have
advantages over other models (e.g., GANs and determinis-
tic inpainters [48]) because they can be used a a prior to
optimize underlying variables such as the parameters of a
3D NeRF fo with methods like score distillation sampling
(SDS) [40, 55]. When used as a prior for NeRFs, the ob-
jective is to find the best © such that a rendered image x
has high likelihood under the diffusion model prediction €4.
SDS involves rendering an image, adding partial noise, and
updating the NeRF such that the diffusion model can pre-
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Figure 5. Joint Multi-View Inpainting Examples. The top images are inpainted with SD [44] without any text conditioning (middle) and
with our Joint Multi-View Inpainting method (bottom). Our joint inpaints are more multi-view consistent.

dict the added noise. IN2N [18] introduced a variant of this
method coined Dataset Update (DU). Instead of backprop-
ping based on the diffusion model prediction, DU renders
an image, adds partial noise, and takes multiple steps to
recover an estimated clean image zy. The clean image is
added to the dataset and used to supervise the NeRF. Every
S iteration, another image is replaced. The DU supervi-
sion signal will be slightly delayed since images are cached
for several iterations, while SDS provides immediate gra-
dients corresponding to the current render. However, we
use the DU method in our work because it has a few advan-
tages over SDS in terms of implementation: We can obtain
higher-resolution supervision (albeit slightly delayed) with
less GPU memory and we can update a large batch of images
simultaneously (e.g., 40 images). We find that large batch
updates are important for our inpainting task since we are
changing the NeRF geometry, unlike prior works that focus
purely on modifying appearance [18, 38].

4. Method

Our method, NeRFiller, aims to complete a missing region
within a 3D scene by using an inpainting prior from a gener-
ative 2D diffusion model. This problem statement poses a
number of challenges. First, the inpainted estimates from a
2D diffusion model are diverse, and may vary from sample to
sample. This requires a consolidation mechanism to ensure
that the completed 3D scene contains one salient inpainted
result, as opposed to the average of all possibilities. Second,
2D inpainting models are not trained for 3D consistency,
and will therefore provide estimates that cannot be explained
by a single 3D scene, even if they correspond to the same
approximate style or content. In the following, we describe
our approaches to tackle these problems. In Section 4.1, we
describe how we encourage the inpainted outputs from a dif-
fusion sampling process to be 3D consistent. In Section 4.2,
we describe an iterative 3D scene optimization method that
uses these inpainted images to optimize for a globally consis-
tent inpainted 3D scene. NeRFiller builds on an observation
that inpainting a grid of images encourages the outputs to
have similar appearance, and we extend this idea to an arbi-
trarily large collection of images through a joint sampling
approach.
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Inpainting
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Figure 6. Inpaint Dataset Update. Every .S iterations, we update
the unknown pixels of the NeRF training images. We render NV
images, add partial noise, and jointly inpaint with a conditioning
signal. We (optionally) predict the depth and update the dataset.

4.1. Multi-view consistent inpainting

A core challenge in 3D inpainting with a 2D generative
model is getting the outputs of the 2D model to be consistent
across views. This challenge stems from the multimodality
of the output distribution: in most cases, there are many plau-
sible inpaintings, and sampling multiple consistent images
remains an open research problem.

Grid Prior. While inpainting multiple viewpoints inde-
pendently may produce inconsistent results, one interesting
discovery is that consistency can be achieved by tiling the
input images into a grid and treating the grid of images
(and their corresponding masks) as a single inpainting tar-
get. This grid-based prior can produce more 3D consistent
views, both in coarse appearance and approximate scene
structure (illustrated in Figure 3). We hypothesize that this
phenomenon results from similarly structured examples in
Stable Diffusion’s training dataset: sets of observations de-
picting the same scene or object organized as a grid (e.g.,
screenshots of online product photos). Similar properties
were also explored in visual-prompting [1].

More specifically, in order to inpaint four images consis-
tently, one can downsample them and their corresponding
inpainting masks to quarter-resolution and tile them as a
2x2 grid. This grid is fed through the 2D inpainting model
(as a single image would) to get as output four inpainted
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Figure 7. Inpainting methods. Inpainting methods produce inconsistent inpaints. We show various inpainting methods (boxed) and use a
collection of them to train a NeRF. A resulting render is shown on the right of each method. Using our Grid Prior and Joint Multi-View
Inpainting creates reasonably consistent inpaints and a plausible NeRF. X’ means the NeRF failed and resulted in white everywhere.

SD Text Cond (“a photo of a chair”) NeRF

Xl

| PSNRT SSIM?  LPIPS |
Masked NeRF 7.76 0.71 0.37
LaMask 19.58 0.89 0.20
SD Text Cond 12.56 0.73 0.32
SD Image Cond 14.15 0.76 0.28
Extended Attention 14.57 0.77 0.27
Grid Prior 14.43 0.80 0.25
Joint Multi-View Inpainting 15.89 0.82 0.23

Table 1. Multi-view consistent inpainting. We inpaint images and
train a NeRF for the 8 scenes of the NeRF synthetic dataset. Better
metrics indicate more consistency of the NeRF 3D reconstruction
with the 2D inpaints. Note that LaMask achieves the best results
as it often copies the white background into the hole (see Figure 7)
and results in a failed NeRF that is totally white.

images with consistent content. More formally, let G be the
downsampling and grid operation for four images and let
G~ ! undo this. We can grid four images latents 2}, 22, 23, 2}
as follows:

{&. & & & =070z, 28. 2, 51) ()

and take a denoising step with z{_; = 2! — éi. In principle,
this approach is similar to recent methods that use extended
attention, i.e., shared keys and values in the attention opera-
tions across a set of parallel sampling processes [61]. Our
approach does not share attention features but instead shares
context with other images via the diffusion U-Net receptive
field that sees 4 tiled images at a time. In our experiments,
we compare to extended attention and demonstrate that our
grid prior more effectively inpaints 3D consistent content
when used with our Joint Multi-View Inpainting method.

Joint Multi-View Inpainting. While effective at inpainting
a set of images consistently, applying the grid prior to a
larger set of images poses additional challenges. Increasing
the number of images in the grid proportionally decreases
the output resolution of each image (e.g., arranging a set of
2x2 images in a grid reduces each image’s resolution by 4,
a 3x3 grid by 9, and so on). For the purpose of producing
high-quality inpainting results, we would like to minimize
any loss in image detail. Therefore, we propose a method
that uses the above grid prior in a joint sampling process,
inspired by MultiDiffusion [2]. In each sampling step, we
shuffle all the input images into a set of 2x2 grids. We
repeat this M times and before taking a sampling step, the

score estimate for each image is combined across all the
grid combinations in which it was seen. This causes the
inpainting estimates to be gradually shared across the entire
dataset, effectively increasing the grid size without further
reducing effective resolution.

Figure 4 describes this procedure. More formally, for
a batch of N images, we randomly permute their order,
construct N/4 grids, and predict the noise for M iterations
(j € [1, M]), as follows:

&7 & =Gz ... 5] @

and step with z_; = 2{ — >, € from 27 to zg. Quali-
tative results are shown in Figure 5.

4.2. Completing 3D Scenes

The proposed Joint Multi-View Inpainting enables inpainting
images in a more 3D consistent manner than other inpaint-
ing methods. Next, we describe how to distill these 2D
inpainting results into a single 3D reconstruction. We refer
to our method as Inpaint Iterative Dataset Update (Fig. 0),
or Inpaint DU, as it derives from IN2N’s [18] Iterative DU
method (see Sec. 3.2). In contrast to IN2N, which begins
with a complete NeRF reconstruction and uses a model con-
ditioned on complete 2D observations, our task requires us to
train a complete NeRF from images with masked unknown
regions. As in IN2N, we begin training with a dataset of
original (known) pixels, and update the dataset over training
by adding or replacing the set of initially unknown pixels
with the inpainted estimates. Fig. 6 illustrates this proce-
dure. Specifically, every S steps, we render the set of N
training views, encode them into latents z{ and then par-
tially noise them before feeding them to SD. We sample
from these partially noised inputs using the proposed Joint
Multi-View Inpainting strategy, then use the resulting im-
ages to replace the corresponding images in the dataset. This
process is both prefixed and suffixed by an encode and de-
code operation, since the base model is a latent diffusion
model. We repeat this process many times while linearly
annealing ¢ from full noise t = 1 to ¢ = t,;,. In practice,
we set tmin = 0.4, since we find that low noise values result
in quality degradation. We observe that over the course of
optimization, our inpainted images become gradually more
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Figure 8. Qualitative NeRF results. On the left, we show various scenes with pink regions to be completed. We compare NeRFiller (far
right) against baselines adapted to our scene completion setting. The “office” scene is missing parts of the wall, floor, and under the chairs.

consistent (Fig. 9) as the added geometry and texture begin
to take form. Annealing ¢ helps encourage the inpainting to
converge to a single result rather than making large changes
late in training.

Depth regularization. Inpaint DU optionally incorporates
depth supervision to improve inpainted scene geometry. Af-
ter each dataset update, we predict the depth for all images
with ZoeDepth [3]. We use a relative depth ranking loss [54]
in the inpainted regions (but not on the known pixels). We
use a ranking loss because it’s a softer constraint than metric
depth supervision, where errors in scale-and-shift alignment
could more easily harm the 3D scene geometry. We only ap-
ply depth supervision for our main method to indoor scenes
and not objects, since we empirically noticed that [3] per-
forms less consistently when the background is a solid color
(e.g., white or black).

5. Experiments

We compare NeRFiller for 3D scene completion to vari-
ous inpainting baselines. We first investigate various in-
painting strategies on multi-view synthetic scenes to gauge
how effective a deterministic inpainter [48] is compared to
SD [44], sampled in various ways. After establishing that
our Joint Multi-View Inpainting demonstrates multi-view in-
painting properties, we evaluate our full method on 10 scans
with missing regions. We compare NeRFiller to various
object-removal baselines, adapted to our setting, to complete

| PSNRT SSIM1T LPIPS| | MUSIQT  Corrs 1
Masked NeRF 14.71 0.78 0.26 371 675
LaMask 27.39 0.90 0.05 3.76 643
SD Image Cond | 22.03 0.86 0.11 3.68 665
Inpaint + DU 26.60 0.89 0.08 3.76 660
Ours w/o depth | 28.41 0.92 0.06 3.72 682
Ours 28.28 0.91 0.06 3.73 696

Table 2. Quantitative NeRF results. We report various metrics
averaged over our 10 scenes to quantify consistency of the 3D
NeRF with the dataset inpaints (left), as well as novel-view metrics
(right), such as “Corrs” (number of high-quality correspondences
between random pairs of frames) for geometry.

missing regions. Finally, we analyze the parameters of our
method and show an application to reference-guided scene
completion. We conduct experiments with Nerfstudio [49]
and provide implementation specifics in the appendix.

5.1. 3D consistent image inpainting

Our goal is to evaluate various 2D inpainting models and
strategies to quantify their 3D consistency.

Setting and evaluation. For these experiments, we take the
testing split of the NeRF synthetic dataset [35] (8 scenes of
200 images each). We resize each image to 512x512 resolu-
tion and mask out the center of each image with a 256 x256
region to inpaint (see Figure 7 top left). We inpaint all images
with various methods and train a Nerfacto NeRF model [49]
on 180 equally spaced images and evaluate metrics on the
remaining 20 images. We use the standard NeRF metrics
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Figure 9. Noise schedule. We anneal the amount of noise we add
to the NeRF renders when making a dataset update, while I-N2N
chooses random noise each time. Annealing the noise produces
sharper results (top) while I-N2N’s noise schedule introduces sig-
nificant blur (bottom).

because they capture how similar the 3D reconstruction is to

the 20 hold-out evaluation images. When rendering for eval-

uation (right of inpainted images in Figure 7), we push the

near plane slightly forward to avoid including any floaters

hiding in front of the cameras.

Baselines. Our baselines are the following:

* Masked NeRF - No inpainting, only train on known pixels.

e LaMask - LaMa [48] inpainting model.

e SD Text Cond - SD using a text CFG with prompt “a photo
of {description}”. See the appendix for text prompts.

e SD Image Cond - SD with only image CFG.

» Extended Attention - SD with only image CFG and ex-
tended attention [61].

For Extended Attention and Grid Prior, we inpaint in batches

of 5 and 4, respectively, and for Joint Multi-View Inpainting,

we inpaint 40 images simultaneously with M = 8 diffusion

averaging steps. To inpaint additional batches of 40 images,

we set 20 in the batch as known. This enables fitting within

the memory constraints of a 16 GB GPU.

Results. Our results are shown in Tab. 1, where we see
that Joint Multi-View Inpainting achieves the most favorable
metrics in multi-view consistent inpainting. We note that
LaMask has good metrics too, but this is due to failure cases
described in the caption. Our results show that we have
achieved some level of multi-view consistency. Our images
look the most consistent in Figure 7 (bottom right), and
the trained NeRF looks plausible. The other methods yield
significant blur in the NeRF reconstruction. We provide
videos on the project page showing the NeRF results for
each method.

5.2. Completing large unknown 3D regions

In this setting, our goal is to complete missing regions in
3D content. We construct a set of 10 datasets consisting
of various 3D content. For some scenes e.g., the backpack
from [37], we modify their provided mask to include part
of the object (Fig. 2) to convert it to the scene completion
setting. For other scenes, we simply want to fill in any miss-

Scene variety

\ " ;

Object editing

1
B

Novel view Reference inpaint
Novel view Reference inpaint

Figure 10. Reference-based completion. Given a reference inpaint
(top row), we propagate it into a 3D NeRF (bottom row).

ing details (e.g., parts of walls). Some of the meshes are
missing vertices after multi-view stereo reconstruction, e.g.,
“bear” and “office”. For others, we place a large 3D occluder
in the scene to simulate the scene completion setting. The
pink regions in Fig. 8 (left) shows the areas to complete. We
create the datasets by rendering ~60 novel views looking at
the occluded region. Importantly, the rendered images have
enough known pixels to provide context to the inpainting
model that the images observe the same scene from different
camera viewpoints. Our datasets have much more parallax
than the forward-facing scenes of [37]. Our appendix pro-
vides details on our data, including where we obtained our
3D content, mostly from Objaverse [10, 11] and Sketchfab.

Evaluation. The evaluation is similar to Sec. 5.1 for the
dataset images. However, in this case our task is to construct
a scene for good novel-view synthesis, so we use all images
for both training and evaluation. We compute NeRF metrics
on the entire images, where we compare the final rendered
images with the latest version of the inpainted region. For
methods that inpaint once without DU (e.g., LaMask), we
compare against the first and only inpaints. For DU methods,
we compare against the latest round of inpaints. Our metrics
are against inpainted images which serves to evaluate the
consistency of the scene because there is no ground-truth
solution. We also report novel-view metrics, computed on
a custom 10 second 30 FPS camera path novel views that
moves around the scene. We also report an image quality
metric MUSIQ [25] and a geometry metric. For geometry,
we report the number of high-quality LoFTR [46] corre-
spondences between 100 randomly sampled pairs of frames.
More high-quality matches should correlate with better multi-
view consistency and fewer extreme view-dependent effects
that destroy realism. Please see the Appendix for more de-
tails.

Baselines. We implemented the following baselines:

* Masked NeRF - no inpainting, where we train a Nerfacto
model [49] only in the known pixel locations,

* LaMask - Inpaint once with LaMa [48] and train with
patch-based perceptual losses. This is our adaptation of
SPIn-NeRF [37].

* SD Image Cond - Inpaint once with SD. This is similar
to InpaintNeRF360 [53] but without text since we find in
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Sec. 5.1 that text CFG produces very inconsistent inpaints.

e Inpaint + DU - An adaption of IN2N [18] for our setting,
which inpaints one image at a time with the SD inpainting
model and our annealed noise schedule.

Results. Some qualitative results are shown in Fig. 8 and
full videos for all 10 scenes are provided in the appendix.
LaMask and SD Image Cond are both inpaint-once methods
and therefore create large blurry regions in the NeRF, but
between the two, LaMask is smoother since its determin-
istic inpainter [48] is less creative than SD in its outputs.
LaMa [48] tends to copy background textures into the mask
region. From certain views, Inpaint + DU looks sharp due
to inpainting individually at full resolution; however, it has
geometric inconsistencies and view-dependent effects which
are crisp from some angles and blurry in others. Our method
looks the most consistent with plausible outputs, although
its ability to create consistent high-frequency texture details
may be improved. We provide quantitative results showing
that our final renders are most similar with the latest round
of inpaints (Tab. 2 left). For novel-view metrics, we obtain
the most correspondences (Tab. 2 right).

5.3. Reference-based inpainting

In some situations it is desirable to have control over the
content used to complete the scene. NeRFiller can be easily
adapted to 3D inpaint with respect to a user-provided refer-
ence inpaint. To do this, we first inpaint from one view and
use it to prompt our Grid Prior update method. We ensure
that each grid has the one reference inpaint when passed
through SD. This ensures that all U-Net predictions are in-
fluenced by the reference inpaint so that new inpaints are
more likely to be consistent with the reference. Figure 1 and
Figure 10 have examples.

5.4. Parameter choices

Noise schedule. It is important to anneal the amount of noise
added the rendered images. We start by adding full noise
(1.0) and decrease it to 0.4 over the 30K iterations of training.
IN2N [18], in contrast, uses a random schedule of choosing
between 0.98 and 0.02 each update. This likely works be-
cause the InstructPix2Pix model is image conditioned and
geometry of the NeRF does not change much. In our case,
we are changing the geometry and using their schedule leads
to blurry results, shown in Figure 9.

Depth regularization. We find that adding depth ranking
supervision [54] in Ours improves geometry but it hardly
changes the quantitative or visual results. Our method with-
out depth supervision is still favorable compared to the base-
lines. In Figure 11, we see that the geometry is significantly
improved but the RGB NeRF renderings are nearly indis-
tinguishable. Consequently, we use depth supervision on
indoor scenes since having better geometry is favorable for
downstream applications such as mesh export.

Ours Ours w/o depth Ours Ours w/o depth

“billiards” depth
“drawing” depth

“billiards”
“drawing” image

Figure 11. Relative depth supervision. Relative depth supervision
cleans up geometry (top) without affecting visual quality (bottom).

6. Limitations

Low resolution and blur. Our method recovers coarse ge-
ometry quite well but struggles to recover high-resolution
detail in regions far way from the training cameras. We sus-
pect this is because our Joint Multi-View Inpainting method
downsamples images to construct the 2 x 2 grids. Perhaps
a post-processing method to fine-tune SD [47] or a GAN-
eRF [43] like optimization could improve the fidelity, but
recovering high-frequency details remains a fundamental
issue for 3D generative methods, e.g., DreamFusion [40].

Inpainting NeRF casual captures. An application of our
approach would be to inpaint deleted content from Nerf-
busters [57] or Bayes’ Rays [17]. However, these masked-
out regions are large (limiting scene context to an inpainter)
and furthermore, their mask patterns cause SD [44] to fail
without multiple iterations of dilation, as pointed out in
Text2Room [23] and in our appendix. One could retrain SD
with these mask distributions, but this is out of scope of our
method which uses an off-the-shelf model.

7. Conclusion

In this paper, we propose a generative 3D inpainting method
called NeRFiller, which leverages an off-the-shelf 2D in-
painting model [44] to complete missing parts of 3D scenes
and objects. We discover a unique property of these models
where tiling four images into a 2x2 grid produces more con-
sistent inpaints than inpainting them independently. We ex-
ploit this property and propose Joint Multi-View Inpainting,
which enables inpainting many images simultaneously with
more consistency by averaging noise predictions. We show
how to use it in the NeRF setting by performing iterative
dataset updates. We evaluate against relevant state-of-the-
art baselines adapted to our problem setting on a variety of
3D captures. Our approach also enables users to specify
how to fill in the missing regions. Many 3D captures are
incomplete with holes, and our work presents a framework
for completing these missing regions.
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