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Figure 1. Customized video generation results of our proposed DreamVideo with specific subjects (left) and motions (top). Our method
can customize both subject identity and motion pattern to generate desired videos with various context descriptions.

Abstract

Customized generation using diffusion models has made
impressive progress in image generation, but remains un-
satisfactory in the challenging video generation task, as it
requires the controllability of both subjects and motions.
To that end, we present DreamVideo, a novel approach to

† Corresponding author.

generating personalized videos from a few static images
of the desired subject and a few videos of target motion.
DreamVideo decouples this task into two stages, subject
learning and motion learning, by leveraging a pre-trained
video diffusion model. The subject learning aims to accu-
rately capture the fine appearance of the subject from pro-
vided images, which is achieved by combining textual in-
version and fine-tuning of our carefully designed identity
adapter. In motion learning, we architect a motion adapter
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and fine-tune it on the given videos to effectively model the
target motion pattern. Combining these two lightweight
and efficient adapters allows for flexible customization of
any subject with any motion. Extensive experimental results
demonstrate the superior performance of our DreamVideo
over the state-of-the-art methods for customized video gen-
eration. Our project page is at https://dreamvideo-
t2v.github.io.

1. Introduction
The remarkable advances in diffusion models [5, 29, 46,
56, 64] have empowered designers to generate photoreal-
istic images and videos based on textual prompts, paving
the way for customized content generation [18, 57]. While
customized image generation has witnessed impressive
progress [2, 38, 44, 45], the exploration of customized video
generation remains relatively limited. The main reason is
that videos have diverse spatial content and intricate tempo-
ral dynamics simultaneously, presenting a highly challeng-
ing task to concurrently customize these two key factors.

Current existing methods [50, 77] have effectively pro-
pelled progress in this field, but they are still limited to op-
timizing a single aspect of videos, namely spatial subject
or temporal motion. For example, Dreamix [50] and Tune-
A-Video [77] optimize the spatial parameters and spatial-
temporal attention to inject a subject identity and a target
motion, respectively. However, focusing only on one aspect
(i.e., subject or motion) may reduce the model’s general-
ization on the other aspect. On the other hand, Animate-
Diff [23] trains temporal modules appended to the person-
alized text-to-image models for image animation. It tends
to pursue generalized video generation but suffers from a
lack of motion diversity, such as focusing more on camera
movements, making it unable to meet the requirements of
customized video generation tasks well. Therefore, we be-
lieve that effectively modeling both spatial subject and tem-
poral motion is necessary to enhance video customization.

The above observations drive us to propose the
DreamVideo, which can synthesize videos featuring the
user-specified subject endowed with the desired motion
from a few images and videos respectively, as shown in
Fig. 1. DreamVideo decouples video customization into
subject learning and motion learning, which can reduce
model optimization complexity and increase customization
flexibility. In subject learning, we initially optimize a tex-
tual identity using Textual Inversion [18] to represent the
coarse concept, and then train a carefully designed iden-
tity adapter with the frozen textual identity to capture fine
appearance details from the provided static images. In
motion learning, we design a motion adapter and train it
on the given videos to capture the inherent motion pat-
tern. To avoid the shortcut of learning appearance fea-
tures at this stage, we incorporate the image feature into

the motion adapter to enable it to concentrate exclusively
on motion learning. Benefiting from these two-stage learn-
ing, DreamVideo can flexibly compose customized videos
with any subject and any motion once the two lightweight
adapters have been trained.

To validate DreamVideo, we collect 20 customized sub-
jects and 30 motion patterns as a substantial experimen-
tal set. The extensive experimental results unequivocally
showcase its remarkable customization capabilities surpass-
ing the state-of-the-art methods.

In summary, our main contributions are:
1. We propose DreamVideo, a novel approach for cus-

tomized video generation with any subject and motion.
To the best of our knowledge, this work makes the first
attempt to customize both subject identity and motion.

2. We propose to decouple the learning of subjects and mo-
tions by the devised identity and motion adapters, which
can greatly improve the flexibility of customization.

3. We conduct extensive qualitative and quantitative ex-
periments, demonstrating the superiority of DreamVideo
over the existing state-of-the-art methods.

2. Related Work
Text-to-video generation. Text-to-video generation aims
to generate realistic videos based on text prompts and has
received growing attention [9, 10, 14, 16, 25, 32, 37, 40,
47, 49, 82, 85]. Early works are mainly based on Gener-
ative Adversarial Networks (GANs) [4, 36, 59, 62, 67–69]
or autoregressive transformers [19, 33, 39, 81]. Recently, to
generate high-quality and diverse videos, many works ap-
ply the diffusion model to video generation [1, 6, 17, 20,
21, 26, 35, 43, 53, 54, 71, 73–75, 78, 86, 88, 89]. Make-A-
Video [61] leverages the prior of the image diffusion model
to generate videos without paired text-video data. Video
Diffusion Models [31] and ImagenVideo [30] model the
video distribution in pixel space by jointly training from im-
age and video data. To reduce the huge computational cost,
VLDM [7] and MagicVideo [91] apply the diffusion process
in the latent space, following the paradigm of LDMs [56].
ModelScopeT2V [70] and VideoComposer [72] incorporate
spatiotemporal blocks with various conditions for control-
lable video generation. These powerful video generation
models pave the way for customized video generation.
Customized generation. Compared with general genera-
tion tasks, customized generation may better accommodate
user preferences. Most current works focus on subject cus-
tomization with a few images [11, 13, 24, 58, 60, 63, 76].
Textual Inversion [18] represents a user-provided subject
through a learnable text embedding without model fine-
tuning. DreamBooth [57] tries to bind a rare word with
a subject by fully fine-tuning an image diffusion model.
Moreover, some works study the more challenging multi-
subject customization task [15, 22, 38, 44, 45, 48, 79]. De-
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Figure 2. Illustration of the proposed DreamVideo, which decouples customized video generation into two stages. In subject learning,
we first optimize a unique textual identity for the subject, and then train the devised identity adapter (ID adapter) with the frozen textual
identity to capture fine appearance details. In motion learning, we pass a randomly selected frame from its training video through the CLIP
image encoder, and use its embedding as the appearance condition to guide the training of the designed motion adapter. Note that we
freeze the pre-trained video diffusion model throughout the training process. During inference, we combine the two lightweight adapters
and randomly select an image provided during training as the appearance guidance to generate customized videos.

spite the significant progress in customized image genera-
tion, customized video generation is still under exploration.
Dreamix [50] attempts subject-driven video generation by
following the paradigm of DreamBooth. However, fine-
tuning the video diffusion model tends to overfitting and
generate videos with small or missing motions. A concur-
rent work [90] aims to customize the motion from train-
ing videos. Nevertheless, it fails to customize the subject,
which may be limiting in practical applications. In contrast,
this work proposes DreamVideo to effectively generate cus-
tomized videos with both specific subject and motion.
Parameter-efficient fine-tuning. Drawing inspiration from
the success of parameter-efficient fine-tuning (PEFT) in
NLP [34, 41] and vision tasks [3, 12, 83, 84], some works
adopt PEFT for video generation and editing tasks due to its
efficiency [51, 80]. In this work, we explore the potential of
lightweight adapters, revealing their superior suitability for
customized video generation.

3. Methodology

In this section, we first introduce the preliminaries of Video
Diffusion Models. We then present DreamVideo to show-
case how it can compose videos with the customized subject
and motion. Finally, we analyze the efficient parameters for
subject and motion learning while describing training and

inference processes for our DreamVideo.

3.1. Preliminary: Video Diffusion Models

Video diffusion models (VDMs) [7, 31, 70, 72] are designed
for video generation tasks by extending the image diffu-
sion models [29, 56] to adapt to the video data. VDMs
learn a video data distribution by the gradual denoising of
a variable sampled from a Gaussian distribution. This pro-
cess simulates the reverse process of a fixed-length Markov
Chain. Specifically, the diffusion model ϵθ aims to predict
the added noise ϵ at each timestep t based on text condition
c, where t ∈ U(0, 1). The training objective can be simpli-
fied as a reconstruction loss:

L = Ez,c,ϵ∼N (0,I),t

[
∥ϵ− ϵθ (zt, τθ(c), t)∥22

]
, (1)

where z ∈ RB×F×H×W×C is the latent code of video
data with B,F,H,W,C being batch size, frame, height,
width, and channel, respectively. τθ presents a pre-trained
text encoder. A noise-corrupted latent code zt from the
ground-truth z0 is formulated as zt = αtz0 + σtϵ, where
σt =

√
1− α2

t , αt and σt are hyperparameters to con-
trol the diffusion process. Following ModelScopeT2V [70],
we instantiate ϵθ(·, ·, t) as a 3D UNet, where each layer in-
cludes a spatiotemporal convolution layer, a spatial trans-
former, and a temporal transformer, as shown in Fig. 2.
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Figure 3. Illustration of the devised adapters. Both use a bottle-
neck structure. Compared to identity adapter, motion adapter adds
a linear layer to incorporate the appearance guidance.

3.2. DreamVideo

Given a few images of one subject and multiple videos (or a
single video) of one motion pattern, our goal is to generate
customized videos featuring both the specific subject and
motion. To this end, we propose DreamVideo, which de-
couples the challenging customized video generation task
into subject learning and motion learning via two devised
adapters, as illustrated in Fig. 2. Users can simply combine
these two adapters to generate desired videos.
Subject learning. To accurately preserve subject identity
and mitigate overfitting, we introduce a two-step training
strategy inspired by [2] for subject learning with 3∼5 im-
ages, as illustrated in the upper left portion of Fig. 2.

The first step is to learn a textual identity using Textual
Inversion [18]. We freeze the video diffusion model and
only optimize the text embedding of pseudo-word “S∗” us-
ing Eq. (1). The textual identity represents the coarse con-
cept and serves as a good initialization.

Leveraging only the textual identity is not enough to re-
construct the appearance details of the subject, so further
optimization is required. Instead of fine-tuning the video
diffusion model, our second step is to learn a lightweight
identity adapter by incorporating the learned textual iden-
tity. We freeze the text embedding and only optimize the
parameters of the identity adapter. As demonstrated in
Fig. 3(a), the identity adapter adopts a bottleneck archi-
tecture with a skip connection, which consists of a down-
projected linear layer with weight Wdown ∈ Rl×d, a
nonlinear activation function σ, and an up-projected lin-
ear layer with weight Wup ∈ Rd×l, where l > d. The
adapter training process for the input spatial hidden state
ht ∈ RB×(F×h×w)×l can be formulated as:

h′
t = ht + σ (ht ∗Wdown) ∗Wup, (2)

where h,w, l are height, width, and channel of the hidden

feature map, h′
t is the output of identity adapter, and F = 1

because only image data is used. We employ GELU [27]
as the activation function σ. In addition, we initialize Wup

with zeros to protect the pre-trained diffusion model from
being damaged at the beginning of training [87].
Motion learning. Another important property of cus-
tomized video generation is to make the learned subject
move according to the desired motion pattern from existing
videos. To efficiently model a motion, we devise a motion
adapter with a structure similar to the identity adapter, as de-
picted in Fig. 3(b). Our motion adapter can be customized
using a motion pattern derived from a class of videos (e.g.,
videos representing various dog motions), multiple videos
exhibiting the same motion, or even a single video.

Although the motion adapter enables capturing the mo-
tion pattern, it inevitably learns the appearance of subjects
from the input videos during training. To disentangle spa-
tial and temporal information, we incorporate appearance
guidance into the motion adapter, forcing it to learn pure
motion. Specifically, we add a condition linear layer with
weight Wcond ∈ RC′×l to integrate appearance informa-
tion into the temporal hidden state ĥt ∈ R(B×h×w)×F×l.
Then, we randomly select one frame from the training video
and pass it through the CLIP [55] image encoder to obtain
its image embedding e ∈ RB×1×C′

. This image embed-
ding is subsequently broadcasted across all frames, serving
as the appearance guidance during training. The forward
process of the motion adapter is formulated as:

ĥe
t = ĥt + broadcast(e ∗Wcond), (3)

ĥ′
t = ĥt + σ(ĥe

t ∗Wdown) ∗Wup, (4)

where ĥ′
t is the output of motion adapter. At inference time,

we randomly take a training image provided by the user as
the appearance condition input to the motion adapter.

3.3. Model Analysis, Training and Inference

Where to put these two adapters. We address this ques-
tion by analyzing the change of all parameters within the
fine-tuned model to determine the appropriate position of
the adapters. These parameters are divided into four cat-
egories: (1) cross-attention (only exists in spatial parame-
ters), (2) self-attention, (3) feed-forward, and (4) other re-
maining parameters. Following [38, 42], we use ∆l =
∥θ′l − θl∥2 / ∥θl∥2 to calculate the weight change rate of
each layer, where θ′l and θl are the updated and pre-trained
model parameters of layer l. Specifically, to compute ∆ of
spatial parameters, we only fine-tune the spatial parameters
of the UNet while freezing temporal parameters, for which
the ∆ of temporal parameters is computed in a similar way.

We observe that the conclusions are different for spatial
and temporal parameters. Fig. 4(a) shows the mean ∆ of
spatial parameters for the four categories when fine-tuning
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Figure 4. Analysis of weight change on updating all spatial or
temporal model weights during fine-tuning. We observe that cross-
attention layers play a key role in subject learning while the con-
tributions of all layers are similar to motion learning.

the model on “Chow Chow” images (dog in Fig. 1). The
result suggests that the cross-attention layers play a cru-
cial role in learning appearance compared to other parame-
ters. However, when learning motion dynamics in the “bear
walking” video (see Fig. 7), all parameters contribute close
to importance, as shown in Fig. 4(b). Remarkably, our find-
ings remain consistent across various images and videos.
This phenomenon reveals the divergence of efficient param-
eters for learning subjects and motions. Therefore, we insert
the identity adapter to cross-attention layers while employ-
ing the motion adapter to all layers in temporal transformer.
Decoupled training strategy. Customizing the subject and
motion simultaneously on images and videos requires train-
ing a separate model for each combination, which is time-
consuming and impractical for applications. Instead, we
tend to decouple the training of subject and motion by opti-
mizing the identity and motion adapters independently ac-
cording to Eq. (1) with the frozen pre-trained model.
Inference. During inference, we combine the two cus-
tomized adapters and randomly select an image provided
during training as the appearance guidance to generate cus-
tomized videos. We find that choosing different images has
a marginal impact on generated results. Besides combina-
tions, users can also customize the subject or motion indi-
vidually using only the identity adapter or motion adapter.

4. Experiment

4.1. Experimental Setup

Datasets. For subject customization, we select subjects
from image customization papers [22, 45, 57] for a total
of 20 subjects, including 9 pets and 11 objects. For mo-
tion customization, we collect a dataset of 30 motion pat-

terns from the UCF101 dataset [66], the UCF Sports Action
dataset [65], and the DAVIS dataset [52]. We also provide
42 text prompts used for extensive experimental validation,
where the prompts are designed to generate new motions of
subjects, new contexts of subjects and motions, and etc.
Implementation details. For subject learning, we take
∼3000 iterations for optimizing the textual identity fol-
lowing [18, 45] with learning rate 1.0 × 10−4, and ∼800
iterations for learning identity adapter with learning rate
1.0 × 10−5. For motion learning, we train motion adapter
for ∼1000 iterations with learning rate 1.0× 10−5. During
inference, we employ 50-step DDIM [64] and classifier-free
guidance [28] to generate 32-frame videos with 8 fps.
Baselines. Since there is no existing work for customiz-
ing both subjects and motions, we consider comparing
our method with three categories of combination meth-
ods: AnimateDiff [23], ModelScopeT2V [70], and LoRA
fine-tuning [34]. AnimateDiff trains a motion module ap-
pended to a pre-trained image diffusion model from Dream-
booth [57]. However, we find that training from scratch
leads to unstable results. For a fair comparison, we further
fine-tune the pre-trained weights of the motion module pro-
vided by AnimateDiff and carefully adjust the hyperparam-
eters. For ModelScopeT2V and LoRA fine-tuning, we train
spatial and temporal parameters/LoRAs of the pre-trained
video diffusion model for subject and motion respectively,
and then merge them during inference. In addition, we also
evaluate our generation quality for customizing subjects and
motions independently. We evaluate our method against
Textual Inversion [18] and Dreamix [50] for subject cus-
tomization while comparing with Tune-A-Video [77] and
ModelScopeT2V for motion customization.
Evaluation metrics. We evaluate our approach with the
following four metrics. (1) CLIP-T calculates the average
cosine similarity between CLIP [55] image embeddings of
all generated frames and their text embedding. (2) CLIP-I
computes the average cosine similarity between the CLIP
image embeddings of all generated frames and target sub-
ject images. (3) DINO-I [57] measures the visual similar-
ity between generated and target subjects using ViTS/16
DINO [8]. Compared to CLIP, the self-supervised model
encourages distinguishing features of individual subjects.
(4) Temporal Consistency [17], we compute CLIP image
embeddings on all generated frames and report the average
cosine similarity between all pairs of consecutive frames.

4.2. Results

In this section, we showcase results for both joint cus-
tomization as well as individual customization of subjects
and motions, further demonstrating the flexibility and ef-
fectiveness of our method.
Arbitrary combinations of subjects and motions. We
compare our DreamVideo with several baselines to evalu-
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Figure 5. Qualitative comparison of customized video generation with both subjects and motions. DreamVideo accurately preserves
both subject identity and motion pattern, while other methods suffer from fusion conflicts to some extent. Note that the results of Animate-
Diff are generated by fine-tuning its provided pre-trained motion module and appending it to a DreamBooth [57] model.

Dreamix
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Textual 
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a person is lifting weights (Multiple videos) a bear walking on some rocks (Single video)

a cat walking on a field full of flowersa bear is lifting weights

Figure 6. Qualitative comparison of subject customization. Our DreamVideo generates customized videos that preserve the precise
subject appearance while conforming to text prompts with various contexts.

ate the customization performance, as depicted in Fig. 5.
We observe that AnimateDiff preserves the subject appear-
ances but fails to model the motion patterns accurately, re-
sulting in generated videos lacking motion diversity. Fur-
thermore, ModelScopeT2V and LoRA suffer from fusion
conflicts during combination, where either subject identi-

ties are corrupted or motions are damaged. In contrast, our
DreamVideo achieves effective and harmonious combina-
tions that the generated videos can retain subject identities
and motions under various contexts.

Tab. 1 shows quantitative comparison results of all meth-
ods. DreamVideo outperforms other methods across CLIP-
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Figure 7. Qualitative comparison of motion customization between DreamVideo and other methods. Our approach effectively models
specific motion patterns while avoiding appearance coupling, and generates temporal coherent as well as diverse videos.

Method CLIP-T CLIP-I DINO-I T. Cons. Para.
AnimateDiff [23] 0.298 0.657 0.432 0.982 1.21B

ModelScopeT2V [70] 0.305 0.620 0.365 0.976 1.31B
LoRA 0.286 0.644 0.409 0.964 6M

DreamVideo 0.314 0.665 0.452 0.971 85M

Table 1. Quantitative comparison of customized video gener-
ation by combining different subjects and motions. “T. Cons.”
denotes Temporal Consistency. “Para.” means parameter number.

T, CLIP-I, and DINO-I, which is consistent with the visual
results. Although AnimateDiff achieves highest Temporal
Consistency, it tends to generate videos with small motions.
In addition, our method remains comparable to Dreamix in
Temporal Consistency but requires fewer parameters.
Subject customization. To verify the individual subject
customization capability of our DreamVideo, we conduct
qualitative comparisons with Textual Inversion [18] and
Dreamix [50], as shown in Fig. 6. For a fair compari-
son, we employ the same baseline model, ModelScopeT2V,
for all compared methods. We observe that Textual Inver-
sion makes it hard to reconstruct the accurate subject ap-
pearances. While Dreamix captures the appearance details
of subjects, the motions of generated videos are relatively
small due to overfitting. Moreover, certain target objects in
the text prompts, such as “pizza” in Fig. 6, are not generated
by Dreamix. In contrast, our DreamVideo effectively mit-
igates overfitting and generates videos that conform to text
descriptions while preserving precise subject appearances.

The quantitative comparison for subject customization

Method CLIP-T CLIP-I DINO-I T. Cons. Para.
Textual Inversion [18] 0.278 0.668 0.362 0.961 1K

Dreamix [50] 0.284 0.705 0.459 0.965 823M
DreamVideo 0.295 0.701 0.475 0.964 11M

Table 2. Quantitative comparison of subject customization.

is shown in Tab. 2. Regarding the CLIP-I and Temporal
Consistency, our method demonstrates a comparable perfor-
mance to Dreamix while surpassing Textual Inversion. Re-
markably, our DreamVideo outperforms alternative meth-
ods in CLIP-T and DINO-I with relatively few parameters.
These results demonstrate that our method can efficiently
model the subjects with various contexts.
Motion customization. Besides subject customization,
we also evaluate the motion customization ability of our
DreamVideo by comparing it with several competitors, as
shown in Fig. 7. For a fair comparison, we only fine-
tune the temporal parameters of ModelScopeT2V to learn a
motion. The results show that ModelScopeT2V inevitably
fuses the appearance information of training videos, while
Tune-A-Video suffers from discontinuity between video
frames. In contrast, our method can capture desired motion
patterns while ignoring the appearance of training videos,
generating temporally consistent and diverse videos.

As shown in Tab. 3, our DreamVideo achieves the high-
est CLIP-T and Temporal Consistency compared to base-
lines, verifying the superiority of our method.
User study. To further evaluate our approach, we conduct
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Figure 8. Qualitative ablation studies on each component.

Method CLIP-T T. Cons. Para.
ModelScopeT2V [70] 0.293 0.971 522M

Tune-A-Video [77] 0.290 0.967 70M
DreamVideo 0.309 0.975 74M

Table 3. Quantitative comparison of motion customization.

Method Text
Alignment

Subject
Fidelity

Motion
Fidelity

T.
Cons.

ours vs. AD [23] 72.3 / 27.7 62.3 / 37.7 82.4 / 17.6 64.2 / 35.8
ours vs. MS [70] 62.4 / 37.6 66.2 / 33.8 56.6 / 43.4 51.5 / 48.5
ours vs. LoRA 82.8 / 17.2 53.5 / 46.5 83.7 / 16.3 67.4 / 32.6

Table 4. Human evaluations on customizing both subjects and
motions between our method and alternatives. “AD” and “MS”
are short for AnimateDiff and ModelScopeT2V, respectively.

user studies for subject customization, motion customiza-
tion, and their combinations respectively. For combina-
tions of specific subjects and motions, we ask 5 annota-
tors to rate 50 groups of videos consisting of 5 motion pat-
terns and 10 subjects. For each group, we provide 3∼5
subject images and 1∼3 motion videos; and compare our
DreamVideo with three methods by generating videos with
6 text prompts. We evaluate all methods with a majority
vote from four aspects: Text Alignment, Subject Fidelity,
Motion Fidelity, and Temporal Consistency. Text Align-
ment evaluates whether the generated video conforms to
the text description. Subject Fidelity and Motion Fidelity
measure whether the generated subject or motion is close
to the reference images or videos. Temporal Consistency
measures the consistency between video frames. As shown
in Tab. 4, our approach is most preferred by users regarding
the above four aspects.

Method CLIP-T CLIP-I DINO-I T. Cons.
w/o textual identity 0.310 0.657 0.435 0.968
w/o motion adapter 0.295 0.701 0.475 0.964

w/o appearance guidance 0.305 0.650 0.421 0.970
DreamVideo 0.314 0.665 0.452 0.971

Table 5. Quantitative ablation studies on each component.

4.3. Ablation Studies

We conduct an ablation study on the effects of each compo-
nent in the following.
Effects of each component. As shown in Fig. 8, we can
observe that without learning the textual identity, the gen-
erated subject may lose some appearance details. When
only learning subject identity without our devised motion
adapter, the generated video fails to exhibit the desired mo-
tion pattern due to limitations in the inherent capabilities
of the pre-trained model. In addition, without appearance
guidance, the subject identity and background in generated
videos may be corrupted due to the coupling of spatial and
temporal information. These results demonstrate each com-
ponent makes contributions to the final performance.

The quantitative results in Tab. 5 show that all met-
rics decrease slightly without textual identity or appear-
ance guidance, illustrating their effectiveness. Furthermore,
we observe that only customizing subjects leads to the im-
provement of CLIP-I and DINO-I, while adding the motion
adapter can increase CLIP-T and Temporal Consistency.
This suggests that the motion adapter helps to generate tem-
poral coherent videos that conform to text descriptions.

5. Conclusion
In this paper, we present DreamVideo, a novel approach for
customized video generation with any subject and motion.
DreamVideo decouples video customization into subject
learning and motion learning to enhance customization flex-
ibility. We combine textual inversion and identity adapter
tuning to model a subject and train a motion adapter with
appearance guidance to learn a motion. With our collected
dataset that contains 20 subjects and 30 motion patterns,
we conduct extensive experiments, demonstrating the effi-
ciency and flexibility of our method in both joint customiza-
tion and individual customization of subjects and motions.
Limitations. Although our method can efficiently combine
a single subject and motion, it fails to generate videos con-
taining multiple subjects with multiple motions. One possi-
ble solution is to train a general customized video model.
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