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Abstract

Diffusion Models (DMs) have evolved into advanced im-
age generation tools, especially for few-shot generation
where a pre-trained model is fine-tuned on a small set of
images to capture a specific style or object. Despite their
success, concerns exist about potential copyright violations
stemming from the use of unauthorized data in this pro-
cess. In response, we present Contrasting Gradient Inver-
sion for Diffusion Models (CGI-DM), a novel method fea-
turing vivid visual representations for digital copyright au-
thentication. Our approach involves removing partial in-
formation of an image and recovering missing details by
exploiting conceptual differences between the pre-trained
and fine-tuned models. We formulate the differences as
KL divergence between latent variables of the two models
when given the same input image, which can be maximized
through Monte Carlo sampling and Projected Gradient De-
scent (PGD). The similarity between original and recovered
images serves as a strong indicator of potential infringe-
ments. Extensive experiments on the WikiArt and Dream-
booth datasets demonstrate the high accuracy of CGI-DM
in digital copyright authentication, surpassing alternative
validation techniques. Code implementation is available at
https://github.com/Nicholas0228/Revelio.

1. Introduction
Recent years have witnessed the advancement of Diffusion
Models (DMs) in computer vision. These models demon-
strate exceptional capabilities across a diverse array of
tasks, including image editing [14], and video editing [35],
among others. Particularly, the emergence of few-shot gen-
eration techniques, exemplified by Dreambooth [24] and
Lora [13], has considerably reduced the costs associated

1Correspondence to Tao Song (songt333@sjtu.edu.cn).

Few-Shot generation

Pretrained Model Fine-tuned Model

Training Samples Generated Images

Infringement 

Input

Output

(Without Authorization)

Input

Fine-tuning

CGI-DM for Copyright Authentication 

Input Sample Partial Representation

Masking

Masking

High Similarity
Infringement!

Low Similarity
No Infringement

CGI-DM

Partial RepresentationInput Sample

Recovered Sample

CGI-DM

Output

Input

Input
Pretrained Model

Fine-tuned Model

Input

Output

Recovered Sample

Figure 1. Top: Infringements brought by few-shot generation.
A small set of images is used to fine-tune the pre-trained model.
The fine-tuned model is then capable of high-quality generation,
which, if performed without proper authorization, may lead to in-
fringements. Bottom: Our method CGI-DM for copyright au-
thentication. CGI-DM recovers the missing details from partial
representation of an input sample. Then the the similarity between
recovered samples and input samples can be used to validate in-
fringements.

with replicating artwork and transferring art styles, all the
while maintaining an exceedingly high standard of qual-
ity. As illustrated in Fig. 1 (Top), these methods focus on
swiftly capturing the style or primary objects by fine-tuning
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a pre-trained model on a small set of images. This process
enables efficient and high-quality art imitation and art style
transfer by utilizing the fine-tuned model.

However, these advanced few-shot generation tech-
niques also spark widespread concerns regarding the pro-
tection of copyright for human artworks and individual pho-
tographs. There is a growing fear that parties may exploit
the generative capabilities of DMs to create and profit from
derivative artworks based on existing artists’ works, without
obtaining proper authorization [6, 19]. Concurrently, con-
cerns arise regarding the creation of fabricated images of
individuals without their consent [32]. All of these collec-
tively pose a serious threat to the security of personal data
and intellectual property rights.

To address these critical concerns, a line of approaches
focuses on safeguarding individual images by incorporating
adversarial attacks, such as AdvDM [17], Glaze [25], and
Anti-Dreambooth [30]. The adversarial attacks can disrupt
the generative output, rendering the images unlearnable by
diffusion models. These methods are implemented ahead
of the fine-tuning process, and as such, we consider them as
precaution approaches.

Another line of approaches facing such threats is copy-
right authentication. Copyright authentication compares the
similarity between the output images of diffusion models
and the given images to validate unauthorized usage. Such
a process can serve as legal proof for validating infringe-
ment (See Appendix A for more details), and has been uti-
lized as evidence in ongoing legal cases concerning viola-
tions enabled by DMs [31]. This process happens after the
fine-tuning and thus we consider it as a post-caution ap-
proach. However, current copyright authentication methods
face difficulties in producing output images closely resem-
bling training samples due to the pursuit of diversity in gen-
erative models. Consequently, it becomes difficult to ascer-
tain whether a particular training sample has been utilized
solely based on the generated output of the model for post-
caution methods.

In this paper, we propose a new copyright authentication
framework, named Contrasting Gradient Inversion for Dif-
fusion Models (CGI-DM) to greatly improve the efficacy of
the post-caution path, illustrated in Fig. 1 (Bottom). Re-
cent advances in gradient inversion [3, 10, 38] emphasize
the importance of prior information in data extraction. In-
spired by this, we propose first removing half of a given
image. Then we utilize the retained partial representation
as a prior and employ gradient inversion to reconstruct the
original image. As recent studies [1, 27] indicate that gener-
ative models tend to “memorize”, the recovery of removed
information should be possible only when the images are
utilized during the fine-tuning process, enabling “memo-
rization” on given samples. Thus, a high similarity between
the recovered image and the original image can indicate that

the model has been trained with the given image.
However, directly applying gradient inversion may not

yield useful information for DMs, possibly because they
inherently eliminate noise (see Appendix C for details).
To address this issue, we focus on contrasting two mod-
els: the pre-trained and the fine-tuned model. Specifically,
our goal is to leverage the conceptual differences between
these two models. We measure this disparity through the
KL divergence between the latent variable distributions of
the pre-trained and fine-tuned models. Subsequently, we
provide a proof demonstrating that maximizing this KL
divergence approximates accentuating the loss differences
between these two models. Building on this, we employ
Monte Carlo Sampling on the noise and the time variable
during the diffusion process, utilizing PGD [17, 18] to op-
timize the aforementioned loss difference. Comprehensive
experiments are conducted on artists’ works and objects, ad-
dressing the potential for unauthorized style transfers and
the creation of fabricated images, both of which necessitate
copyright authentication. The experiment results affirm the
effectiveness and robustness of our approach.

In summary, our contributions are as follows:

• We have formulated a novel post-caution approach for
copyright protection—copyright authentication. This
method complements precaution measures and provides
robust legal proof of infringements.

• We propose a new framework, CGI-DM, for authentica-
tion. Utilizing Monte Carlo sampling and PGD optimiza-
tion, we employ gradient inversion based on the partial
representation of a given image. The similarity between
the recovered samples and original samples can serve as
a robust and visible indicator for infringements. Notably,
while most gradient inversion methods focus on classifi-
cation models, we pioneer its application in the domain
of generative models, emphasizing a new approach.

• We conduct extensive experiments on the WikiArt and
Dreambooth datasets to substantiate the efficacy and ro-
bustness of our approach in distinguishing training sam-
ples from those not used during training. These demon-
strate our method’s effectiveness in authenticating digi-
tal copyrights and thus validating infringements for both
style mimicry and fabricated images.

2. Background

2.1. Diffusion Models

Diffusion models are latent variable models that take the
form of pθ(x0) :=

∫
pθ(x0:T )dx1:T , where x1:T :=

x1, x2, · · · , xt represents the latent variables of the same
dimensionality as the data x0 belonging to real data distri-
bution q(x0): x0 ∼ q(x0). The joint distribution of these
latent variables is defined as a Markov chain:
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Figure 2. Our framework, CGI-DM, for copyright authentication. We begin with a given image x0. ① We first remove part of x0, obtaining
a partial representation x0 of the image (refer to Sec. 3.1). This partial representation is then fed into the optimization loop. ② Within
the optimization loop, we leverage the conceptual disparity between the pre-trained model θ and the fine-tuned model θ′ given the partial
representation x0 (refer to Sec. 3.2) to recover the missing details. Such disparity is formulated as Ltar . ③ Subsequently, we employ
Monte Carlo sampling on time variable t and random noise εt to optimize Ltar (refer to Sec. 3.3), getting step-wise gradient for updating
the image. Over N steps of updating, the optimization loop produces the final recovered image x

(N)
0 . ④ We authenticate copyright by

measuring the similarity between recovered image x
(N)
0 and the original image x0.

pθ(x0:T ) := pθ(xT )

N∏
t=1

pθ(xt−1|xt), (1)

where the transitions pθ(xt−1|xt) are defined as
learned Gaussian distributions: pθ(xt−1|xt) =
N (xt−1;µθ(xt, t), σ

2
t I). The initial step pθ(xT ) of

the Markov chain is defined as a normal distribution
pθ(xT ) = N (xT ; 0, I).

One of the most distinguishing properties of the diffu-
sion model is that it leverages an approximate posterior
q(x1:T |x0) in the so-called diffusion process, which is also
a Markov chain and can be simplified as: q(xt|x0) =
N (xt;

√
αtx0,

√
1− αtI). In other words, we can derive

the latent variable xt directly:

xt =
√
αtx0 +

√
1− αtεt, (2)

where x0 is the original image, and εt ∈ N (0, 1) is the
noise added at the current time t. Subsequently, in the
so-called denoising process, a noise-prediction model ϵθ,
parameterized by weights θ, is employed to predict noise
in the noisy image xt. The predicted noise, denoted as
ϵθ(xt, t), is then removed to recover a clear image from the
noisy one.

The training target of the diffusion model begins with
maximizing the aforementioned probability pθ(x0) for all
data points x0 within the real data distribution. With a vari-
ational bound on the negative log-likelihood and a series of
simplifications [12], the final objective can be transformed
into the expectation of the mean squared error (MSE) loss
on the noise prediction error when the time variable t and
the noise εt added are sampled:

θ = argmin
θ

Et,εt∼N (0,1)∥εt − ϵθ(xt, t)∥2. (3)

2.2. Copyright Authentication

Copyright authentication aims to establish legal proof of in-
fringements. By utilizing the pre-trained model θ and a fine-
tuned model θ′ on a training dataset X, the objective is to
ascertain whether an image x0 belongs to the training set X
in a way that is understandable to humans. When confirm-
ing inclusion in the training set, indicating unauthorized us-
age, it is crucial to present a clear and vivid representation
as legal evidence. Therefore, the method for copyright au-
thentication needs possess two essential properties:
Accuracy. The method should accurately classify samples
used during training from those not used during training,
preventing misleading outcomes.
Explainability and Visualizability. The method should
be explainable and visualizable, especially for vision-
generative models, ensuring its effectiveness as legal proof
(refer to Appendix A for more details). This implies that
any metric used to distinguish between training and non-
training samples should be in line with human vision,
avoiding direct combination with the model’s loss function,
which might be incomprehensible to humans.

3. Method
As depicted in Fig. 2, our method, CGI-DM, is based on
several processes: Initially, we remove part of the original
image x0, deriving partial representation x0 . Subsequently,
we strive to recover the missing details by exploiting the
conceptual differences between the pre-trained model θ and
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the fine-tuned model θ′. The process begins with maximiz-
ing the KL divergence between the probability distributions
derived by the two models for latent variables of x0, the
optimization problem of which can be solved with Monte
Carlo Sampling. After optimization, the final output image
x
(N)
0 is then compared with the original image x0. A high

degree of similarity should be observed when the original
image x0 is used during the fine-tuning, while a significant
discrepancy is expected when it is not.

3.1. Removing Partial Information

The effectiveness of CGI-DM hinges significantly on the
method employed to derive partial information x0. Rec-
ognizing that the quality and difficulty of recovering miss-
ing details depend on the type of information removed—be
it detailed, background, or structural—we explore various
techniques that consider these aspects during the partial in-
formation removal process (See Fig. 4 in Sec. 4.4.1 for more
details).

3.2. Exploiting Conceptual Difference

For a pre-trained model θ and a fine-tuned model θ′, we then
aim to modify partial representation x0 of the training ex-
ample x0 to best exploit the conceptual disparities between
two models. Such a process can recover the missing details
in x0 if the original sample x0 is included in the training
dataset X.

We rely on the latent variable x1:T of x0 and uti-
lize the KL divergence between the probabilities of
the latent variables x1:T given x0 with respect to
both models to measure such conceptual difference:
DKL(pθ′(x′

1:T |x′
0)||pθ(x′

1:T |x′
0)). The process that gradu-

ally modifies change x0 to capture the conceptual difference
between the two models can be formulated as optimizing
the perturbation added to x0:

δ := argmax
δ

DKL(pθ′(x′
1:T |x′

0)||pθ(x′
1:T |x′

0)),

where x′
0 = x0 + δ, ∥δ∥ ≤ ϵ, ϵ is a constant .

(4)

Leveraging the property of the Markov chain and the
training process of diffusion models, we show that such KL
divergence can be transformed into a closed form consider-
ing the difference between the latent variable and the mean
value of the probability function in forward denoising dif-
fusion implicit model (DDIM) [15, 28]:

argmax
δ

Epθ′ (x
′
1:T |x′

0)
log

pθ′(x′
1:T |x′

0)

pθ(x
′
1:T |x′

0)

≈ argmax
δ

T−1∑
t=0

Eq(x′
t+1|x′

t)
− ∥x′

t+1 − µpθ′ (x
′
t+1|x′

t)
∥2

+ ∥x′
t+1 − µpθ(x′

t+1|x′
t)
∥2.

(5)

Proof for this approximation is available in Ap-
pendix B.1 and Appendix B.2. It is notable that the dif-
ference between a given datapoint and its mean value of
probability function in forward DDIM is in fact the error
for the noise predictor ϵθ at time t:

∥x′
t+1 − µpθ(x′

t+1|x′
t)
∥2

≈(
√
1− αt

√
αt+1√

αt
+
√
1− αt+1)

2∥εt − ϵθ(x
′
t, t)∥2.

(6)
The details for this approximation are available in Ap-

pendix B.3. For brevity, we omit the coefficient√
1−αt

√
αt+1√

αt
+
√
1− αt+1 of the loss function at different

times, in line with the common practice in diffusion mod-
els [12, 29]. Consequently, our target can be transformed
into:

δ := argmax
δ

DKL(pθ′(x′
1:T |x′

0)||pθ(x′
1:T |x′

0))

≈ argmax
δ

Et,εt∼N (0,1) ∥εt − ϵθ(x
′
t, t)∥2 − ∥εt − ϵθ′(x′

t, t)∥2︸ ︷︷ ︸
Ltar(θ,θ′,x′

0,t,εt)

.

(7)
Intuitively, we establish that the KL divergence between

the probability distributions of a given sample, considering
two distinct models, can be reformulated as the discrepancy
in the MSE loss between the noise prediction error of the
two models.

Importantly, our definition of conceptual differences and
the provided proof isn’t limited to our problem domain. For
example, we demonstrate its effectiveness in membership
inference attack (MIA), as detailed in Appendix G.

3.3. Optimizing via Monte Carlo Sampling

Direct optimization of the target in Eq. (7) is not fea-
sible due to the presence of the gradient of expectation.
Drawing inspiration from traditional adversarial attacks like
PGD [18] and recent work applying adversarial attacks on
diffusion models [17], we utilize the expectation of the gra-
dient to estimate the gradient of the expectation through
Monte Carlo Sampling. For each iteration, we sample a
time t and noise εt ∈ N (0, 1), and compute the gradient of
the loss function in Eq. (7). We then perform one step of
optimization using this gradient, which can be summarized
as:

∇x0
Et,εt∼N (0,1)Ltar(θ, θ

′, x0, t, εt)

≈Et,εt∼N (0,1)∇x0
Ltar(θ, θ

′, x0, t, εt).
(8)

Following existing adversarial attacks [18], we impose an
L2 norm constraint on each step. The sample at step (t+1),
denoted as x0

(t+1) is derived from the step-wise length α,
the current gradient and the sample from the last step x0

(t):
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x
(t+1)
0 = x0

(t) + α
∇

x
(t)
0
Ltar(θ, θ

′, x
(t)
0 , t, εt)

∥∇
x
(t)
0
Ltar(θ, θ′, x

(t)
0 , t, εt)∥2

. (9)

Intuitively, our algorithm iteratively updates the input
variable such that for each sampled time variable t and noise
εt, the estimated noise is much more accurate for the fine-
tuned model θ′ compared to the pre-trained model θ. The
implementation of the whole framework can be found in Al-
gorithm 1.

Notably, a series of models, referred to as latent diffu-
sion models (LDMs), employs both diffusion and denoising
processes in a latent space. Contrasting gradient inversion
on these LDMs follows the same paradigm, and we present
the algorithm in Appendix D.

Algorithm 1 Contrasting Gradient Inversion for Diffusion
Model (CGI-DM)

Input: Partial representation x0 of data x0, pre-trained
model parameter θ, fine-tuned model parameter θ′, num-
ber of Monte Carlo sampling steps N and step-wise
length α.
Output: Recovered sample x0

(N)

Initialize x0
(0) ← x0.

for i = 0 to N − 1 do
Sample t ∼ U(1, 1000)
Sample current noise εt ∼ N (0, 1)

∆δ(i+1) ← ∇
x
(i)
0
Ltar(θ, θ

′, x
(i)
0 , t, εt) in Eq. (7)

δ(i+1) ← α
∆

δ(i+1)

∥∆
δ(i+1)∥2

Clip δ(i+1) s.t. ∥x(i)
0 + δ(i+1) − x

(0)
0 ∥2 ≤ ϵ

x
(i+1)
0 ← x

(i)
0 + δ(i+1)

end for

4. Experiments
In this section, we apply our proposed method, CGI-DM,
for copyright authentication under various few-shot gen-
eration methods across different types of Diffusion Mod-
els. For style-driven generation, which focuses on captur-
ing the key style of a set of images, we randomly select 20
artists each with 20 images from the WikiArt dataset [21].
For subject-driven generation, which emphasizes details of
a given object, we randomly choose 30 objects from the
Dreambooth dataset [24], each consisting of more than 4
images. Half of these images are utilized for training, while
the other half remains untrained. This results in 10 images
used for training a style and 2-6 images used for training an
object, aligning with the recommended number for training
in the mentioned fine-tuning methods [13, 24]. We adopt
the aforementioned image selection process as the default
setting.

The default model used for training is Stable-Diffusion-
Model V1.42. Additionally, we demonstrate the adaptabil-
ity of our method to various types and versions of diffu-
sion models, different training steps, and a larger number of
training images (refer to Sec. 4.3 for more details).

As noted in previous studies [1], the presence of near-
duplicate examples across different datasets complicates the
differentiation between seen and unseen datasets. To ad-
dress this, we define near-duplicate examples as those with
Clip-similarity [11] exceeding 0.90, and we take precau-
tions to prevent their inclusion within the WikiArt datasets
(refer to Appendix F for further details).

Our objective is to apply our method CGI-DM to dis-
tinctly differentiate between images used for training (mem-
bership) and those left untrained (holdout) [8, 16]. We con-
duct tests across various fine-tuning scenarios, including di-
rect Dreambooth (with prior loss), Dreambooth (without
prior loss) [24], lora [13]. Specifics of the training pro-
cess are outlined in Appendix H. It is noteworthy that the
Dreambooth (without prior loss) scenario holds particular
significance, given that the process closely mirrors direct
fine-tuning.

We set Monte Carlo sampling steps (N ) to 1000 and the
step-wise length (α) to 2, with an overall updating of 70
within the L2 norm by default for our method. This value
(70) approximates the average distance between the partial
representation of the images and the original images. The
default block size for deriving partial representation is 4.
For all experiments in Sec. 4.2, where our method is com-
pared with other approaches, we utilize all 20 classes from
the WikiArt Dataset and all 30 classes from the Dream-
booth Dataset. Additionally, for ablation studies and exper-
iments validating the generalization ability of our method
in Sec. 4.3, Sec. 4.4 and Sec. 4.5, we randomly select five
classes of images from the WikiArt Dataset.

4.1. Evaluation Metrics

As mentioned in Sec. 2.2, it is crucial for the metric to be
visualizable and understandable by human beings. There-
fore, upon deriving the extracted images and original input
images, we calculate the visual similarity between them.
Specifically, following the approach in a prior study [24],
we employ Clip similarity and Dino similarity, utilizing the
feature space of the Clip [11]3 and Dino models [2]. These
measures have been demonstrated to align closely with hu-
man vision [11, 24].

Upon obtaining the similarity scores, we determine an
optimal threshold to distinguish between membership and
holdout data. Subsequently, we calculate the Accuracy
(Acc.) and Area Under the ROC Curve (AUC) [8, 16] to as-
sess the effectiveness of a method in discriminating between

2https://huggingface.co/CompVis/stable-diffusion
3We use image embeddings of Clip ViT-B/32.
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Style-Driven: WikiArt Dataset
Dreambooth (w. prior loss) Dreambooth (w/o. prior loss) Lora

Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑ Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑ Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑
Text2img 0.64 0.70 0.68 0.74 0.67 0.72 0.69 0.76 0.60 0.66 0.61 0.68
inpainting 0.67 0.71 0.71 0.74 0.71 0.75 0.77 0.82 0.59 0.59 0.60 0.59
Img2img 0.82 0.86 0.89 0.92 0.83 0.90 0.90 0.94 0.68 0.73 0.74 0.79
CGI-DM 0.90 0.95 0.96 0.98 0.86 0.95 0.94 0.99 0.74 0.80 0.81 0.87

Subject-Driven Generation: Dreambooth Dataset
Dreambooth (w. prior loss) Dreambooth (w/o. prior loss) Lora

Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑ Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑ Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑
Text2img 0.65 0.71 0.68 0.75 0.69 0.75 0.70 0.79 0.64 0.69 0.66 0.74
inpainting 0.63 0.71 0.67 0.76 0.67 0.79 0.71 0.82 0.62 0.64 0.64 0.68
Img2img 0.67 0.77 0.73 0.82 0.75 0.81 0.81 0.87 0.65 0.75 0.68 0.76
CGI-DM 0.84 0.85 0.90 0.91 0.89 0.88 0.94 0.94 0.76 0.79 0.82 0.86

Table 1. Comparison of CGI-DM and other existing pipelines in copyright authentication for style-driven generation using WikiArt
dataset [21] and for object-driven generation under Dreambooth dataset [24] under different fine-tuning methods. The Monte Carlo sam-
pling steps (N ) for CGI-DM is fixed to 1000 and the step-wise length (α) is fixed to 2 in L2 norm. The overall budget is fixed to 70 in L2

norm. We employ block-wise masking with a block size of 4 for removing partial information. The experimental results demonstrate that
CGI-DM exhibits superior performance under all scenarios.

Diffusion Model Structures Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑
SD(v1.4) 0.93 0.96 0.97 0.98
SD(v1.5) 0.97 0.96 0.97 0.99
SD(v2.0) 0.88 0.94 0.91 0.98

AltDiffusion 0.92 0.94 0.98 0.99

Table 2. Robustness of CGI-DM to different model structures and
parameters. Experiments are conducted under Dreambooth (with
prior loss) fine-tuning using 5 classes of images from the WikiArt
dataset. All parameters for CGI-DM are set as the default value
in Tab. 1.

the two, thereby evaluating its performance in authenticat-
ing copyright. We abbreviate the Acc. and AUC under sim-
ilarity measured by Clip as Acc. (C) and AUC (C), and the
ones under similarity measured by Dino as Acc. (D) and
AUC (D).

Notably, for a given fine-tuning method, we utilize
a fixed threshold to distinguish membership and holdout
among different objects and styles—an approach that ac-
counts for real-world scenarios. Generally, obtaining mem-
bership and holdout datasets beforehand, and determining
an optimal threshold for each style or object, is impractical.
Therefore, our threshold is set independently of different
styles or objects, representing a more practical and mean-
ingful scenario. Results for a specific threshold for each
style or object are also presented in Appendix J to ensure a
comprehensive discussion.

4.2. Comparison with Existing Methods

While no methods explicitly claim to be used for authenti-
cating copyright on few-shot generation, both existing im-
age generation [1, 31] and inpainting [33] pipelines exhibit
the potential to do so. Particularly, we compare our method
with three types of pipelines that could be employed for
identifying infringements:
Text-to-Image Generation. Using the official Text-to-
Image pipeline in diffusers4, we generate 100 × Num im-

4https://huggingface.co/docs/diffusers/api/pipelines/stable diffusion/text2img

# of Training Images Acc. (C)↑ Acc. (D)↑ AUC (C)↑ AUC (D)↑
5 0.90 0.90 0.93 0.97

10 0.93 0.96 0.97 0.98
20 0.86 0.94 0.92 0.97
50 0.86 0.96 0.95 0.99

Table 3. Impact of training image number on the performance of
CGI-DM on WikiArt dataset. All other parameters are set the same
as those in Tab. 2.

ages for each fine-tuned model using the prompt employed
during training. Here, ‘Num’ represents the total number of
images in the membership and holdout datasets. This pro-
cess is applied individually to each image in both datasets.
Image-to-Image Generation. Leveraging the official
Image-to-Image pipeline in diffusers5, we use the training
prompt to generate 100 × Num images for each fine-tuned
model. The inference step is set to 50 and the img2img
strength is set to 0.7 for each image in the membership or
holdout dataset.
Inpainting. Employing the state-of-the-art inpainting
pipeline DDNM [33], we generate 100 × Num images by
masking the right half of each image. We use the prompt ap-
plied during training for inpainting, and the inference step
is fixed at 50.

We set the number of generated images per input image
to 100. This ensures that the time cost for both the baseline
method and our method remains similar, facilitating a fair
comparison (see Appendix I for more details). We define
the similarity between the output images and a given image
as the highest similarity achieved among all the generated
images corresponding to one target image.

The comparison between CGI-DM and other pipelines is
presented in Tab. 1. It is evident that CGI-DM outperforms
others significantly in various few-shot generation scenarios
across different datasets.

5https://huggingface.co/docs/diffusers/api/pipelines/stable diffusion/img2img
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Figure 3. CGI-DM under different training steps and extraction
steps. All other parameters are set the same as those in Tab. 2.

4.3. Generalization

In this section, we take a step further to test whether our
method can be applied to a broader range of scenarios, in-
cluding different Diffusion model structures, varying num-
bers of training images, and different numbers of training
steps.
Different DMs. We select different versions of two distin-
guishable Diffusion Models: Stable Diffusion Model [23]
and AltDiffusion [36], which are representative of latent-
space DMs and multilingual DMs, respectively. We con-
duct experiments using the following versions of the two
models: SDv1.46, SDv1.57, SDv2.08, and AltDiffusion9.

As shown in Tab. 2, our method consistently maintains
high Acc. (above 88%) and AUC (above 90%) scores across
different DMs.
Number of Training Images. As the number of training
images increases, the learned concept during fine-tuning
becomes more intricate, thereby enhancing the difficulty
of copyright authentication. To thoroughly examine how
this influences performance, we conduct experiments with
varying numbers of training images, the results of which
are presented in Tab. 3. It is evident that our method re-
mains almost stable despite changes in the number of train-
ing images. Specifically, CGI-DM consistently achieves
Acc. around 90% in all cases, which demonstrates the ro-
bustness of CGI-DM to scenarios with various training data
sizes during fine-tuning.
Training Steps. Increasing training steps is known to lead
to stronger memorization of the training images, making the
extraction process easier [1, 27]. Therefore, we also ana-
lyze the performance of our method under different train-
ing steps. As depicted in Fig. 3a, our method maintains a
high authentication success rate (above 90% Acc.) under
the Dreambooth scenario (with prior loss), with 40 training
steps per image. The 40 training steps per image are notably
fewer than the typically recommended 100 steps per image
for training, as reported in [24]. As the number of training

6https://huggingface.co/CompVis/stable-diffusion
7https://huggingface.co/runwayml/stable-diffusion-v1-5
8https://huggingface.co/stabilityai/stable-diffusion-2
9https://huggingface.co/docs/diffusers/api/pipelines/alt diffusion
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Figure 4. Visualization of different methods for removing partial
information and corresponding recovered samples for CGI-DM on
Van Gogh’s paintings from the WikiArt dataset.

steps increases, the model becomes more adept at memo-
rizing the concepts present in the given images, leading to a
rise in copyright authentication accuracy for CGI-DM.

4.4. Ablation Study

4.4.1 Methods for Removing Partial Information

As mentioned earlier, our approach commences with a
partial representation of the images. In this section, we ex-
plore the following techniques to eliminate partial informa-
tion from the provided images:
Blurring. We employ Gaussian blurring10, with a fixed ker-
nel size of 16 and a blurring rate of 7.
Masking. We utilize a large mask which covers right half
of the images, following previous work [1].
Block-wise Masking. We use square with different sizes
(2, 4 and 8) to mask half of the region in the images.

The representation is illustrated in Fig. 4. As indicated
in both Fig. 4 and Tab. 6, we observe that to achieve a match
between the recovered images and the desired training sam-
ples, the masked information must be fine-grained, ensuring
retention of local information in the masked image. Other-
wise, the recovered content may be irrelevant to the given
image. Consequently, the block-wise masking emerges as
the superior choice. We also find that the block size of the
mask has a negligible impact on performance.

4.4.2 Extraction Steps

One critical hyper-parameter in our algorithm is the num-
ber of Monte Carlo Sampling steps, which we denote as
“Extraction steps”. Notably, the time required by CGI-DM
increases linearly with the increment in extraction steps.
We conduct experiments with different extraction steps and
present the results in Fig. 3b. The findings suggest that
excessively small extraction steps fail to yield the opti-
mal solution, leading to inadequate exploitation of the con-
ceptual differences between the fine-tuned models and the
pre-trained models. Consequently, this inadequacy results
in significantly poorer extraction performance and copy-
right authentication. Notably, performance stabilizes when
the number of steps reaches approximately 1000. Further

10https://pillow.readthedocs.io/en/stable/reference/ImageFilter.html
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Defense Methods Acc. (C)↑ Acc. (D)↑ AUC (D)↑ AUC (D)↑
No Defense 0.93 0.96 0.97 0.98

HorizationalFlip [8] 0.93 0.94 0.98 0.98
Cutout [7] 0.87 0.93 0.92 0.97

RandAugment [4] 0.83 0.85 0.86 0.92

Table 4. Performance of CGI-DM under possible defenses. All
parameters are set the same as those in Tab. 2.

increasing the number of steps substantially escalates the
computational cost while yielding only marginal improve-
ments.

4.5. Performance of CGI-DM under Defenses

As highlighted in prior research [8, 16, 22], it is possible
to defend against methods that leverage the loss function
of a model. In line with this, we conduct experiments on
CGI-DM under various defenses, including RandomHor-
izontalFlip [8], Cutout [7], and RandAugment [4]. The
block size for Cutout is consistently fixed at 64 × 64. No-
tably, RandAugment serves as a strong privacy-preserving
defense, at the price of a decline in generation quality [8].
The results presented in Tab. 4 underscore the consistent
effectiveness of our method under various defense mecha-
nisms. Even RandAugment, recognized for its strong de-
fense capabilities, demonstrates limited effectiveness in re-
ducing the efficacy of copyright authentication for CGI-
DM, with reductions of approximately 10% in Acc. and 8%
in AUC.

5. Related Work
Model Inversion (MI). Model Inversion (MI) Attack was
first introduced by Matthew et al. [9]. The attack focuses
on deriving the training dataset of a network based on its
parameters, mostly aiming at white-box scenarios [3, 9, 10,
20, 37, 38]. Recent approaches on MI [3, 10, 38] highlight
the importance of prior information during inversion, em-
phasizing that the proper prior of a generative model could
contribute to the inversion of a classification model. Our in-
version from partial representation is also inspired by such
findings.

Although model inversion has been extensively re-
searched for classification models over the years, there is
no systematic research on model inversion for generative
models as far as we know.
Membership Inference Attack (MIA). Membership Infer-
ence Attack [8, 16, 22, 26] centers on identifying which sub-
set of a larger data pool is used for training. These methods
generally leverage the loss function of the model in white-
box scenarios where the model parameter is available, or
simulate the loss in gray-box or black-box scenarios where
the model parameter is not as clear.

Limited research has been conducted on the use of MIA
for copyright authentication [22], possibly due to its intrin-
sic limitations. While MIA efficiently assesses the origin

of a sample, its reliance on the model’s loss function as the
metric for classification restricts its visualization capabil-
ities. Consequently, MIA-based techniques typically pro-
vide only binary outcomes, hindering their use as strong le-
gal evidence. Further discussion is available in Appendix A.
Data Watermark on Diffusion Models. Data watermark-
ing [5, 34, 40] entails embedding watermarks into train-
ing images, enabling post-training extraction from the gen-
erated output. This process holds potential for copyright
authentication by identification of training images via ex-
tracting the embedded watermarks in the generated images.
However, prior studies [5, 34, 40] show that most methods
necessitate a single designated watermark across the entire
diffusion model dataset. The efficacy of such an approach
in few-shot generation scenarios, where only several input
images correspond to a single watermark, remains uncer-
tain. Moreover, the introduction of watermarks may suffer
from image degradation [5, 40], content changes [5], and
potential removal [39].

While recognizing these possible issues, it is crucial to
note that watermarks and our proposed method are separate
ways to protect copyright, and they do not clash. It is con-
ceivable that in the future, these approaches could converge,
combining to create a more robust copyright authentication
system.

6. Conclusion
In this paper, we introduce a new method for copyright
protection called copyright authentication. Our framework,
CGI-DM, validates the use of training samples featuring
vivid visual representation, serving as a tool for digital
copyright authentication. We start by removing part of
the input image. Then, using Monte Carlo sampling and
PGD, we exploit the differences between the pre-trained
and fine-tuned model to recover the removed information.
A high similarity between the recovered samples and the
original input samples suggests a potential infringement.
Through experiments on WikiArt and Dreambooth datasets,
we demonstrate CGI-DM’s robustness and effectiveness,
surpassing alternative approaches. Such experimental re-
sults show that CGI-DM is adept at providing legal evidence
for art-style mimicry and unauthorized image fabrication.
In conclusion, CGI-DM not only offers a robust method for
infringement validation in the evolving DM landscape but
also pioneers the application of gradient inversion in gener-
ative models.
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