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IPoD: Implicit Field Learning with Point Diffusion for
Generalizable 3D Object Reconstruction from Single RGB-D Images

Yushuang Wul:2*
Zilong Dong?
1SSE, CUHKSZ

Luyue Shi'»?
Liefeng Bo®

Abstract

Generalizable 3D object reconstruction from single-view
RGB-D images remains a challenging task, particularly
with real-world data. Current state-of-the-art methods de-
velop Transformer-based implicit field learning, necessi-
tating an intensive learning paradigm that requires dense
query-supervision uniformly sampled throughout the entire
space. We propose a novel approach, 1PoD, which har-
monizes implicit field learning with point diffusion. This
approach treats the query points for implicit field learn-
ing as a noisy point cloud for iterative denoising, allow-
ing for their dynamic adaptation to the target object shape.
Such adaptive query points harness diffusion learning’s ca-
pability for coarse shape recovery and also enhances the
implicit representation’s ability to delineate finer details.
Besides, an additional self-conditioning mechanism is de-
signed to use implicit predictions as the guidance of diffu-
sion learning, leading to a cooperative system. Experiments
conducted on the CO3D-v2 dataset affirm the superiority of
IPoD, achieving 7.8% improvement in F-score and 28.6% in
Chamfer distance over existing methods. The generalizabil-
ity of IPoD is also demonstrated on the MVImgNet dataset.
Our project page is at https://yushuang-wu.github.io/IPoD.

1. Introduction

3D reconstruction from a single-view image is a challeng-
ing problem that with widespread implications in fields
such as robotics, autonomous driving, and AR/VR. Recent
efforts have been directed towards developing a general-
izable model for object reconstruction from real RGB-D
data [28, 61]. It aims to learn a category-agnostic network
to recover an accurate and complete shape from a single-
view object RGB-D image but with only imperfect ground-
truth (GT) supervision, which are usually point clouds re-
constructed from multiple views inevitably containing noise
and incompleteness as in real 3D datasets [46].
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Figure 1. Our work focuses on the task of generalizable 3D object
reconstruction from a single RGB-D image. The proposed method
conducts implicit field learning with point diffusion that iteratively
denoises a point cloud as adaptive query points for better implicit
field learning, which leads to high reconstruction quality on both
the global shape and fine details.
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To tackle this problem, the state-of-the-art methods
MCC [61] and NU-MCC [28] develop Transformer-based
networks to learn an implicit field for reconstruction. These
methods involve an intensive learning paradigm that de-
mands dense query-supervision sampled uniformly in a pre-
defined bounded space. Simultaneously, denoising diffu-
sion models, notable for their emergent role in generative
modeling, have achieved remarkable outcomes in a vari-
ety of 2D and 3D tasks [12, 19, 23, 27, 29, 45, 48, 55].
The diffusion models prove powerful in generation espe-
cially given large amounts of data for training. Conse-

quently, with the development of large-scale, realistic 3D
datasets [40, 65], the integration of diffusion models into
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this field is anticipated to further enhance problem-solving
capabilities.

A subset of methods directly use 2D diffusion mod-
els for 3D reconstruction, which first pre-train an auto-
encoder to represent object shapes into the latent space
and learn to denosie a random noise of latent code (or tri-
plane features) under specific conditions such as images
or text [2, 7, 10, 18, 53, 66, 69]. The denoised latent
code is subsequently utilized by the well-trained decoder
to generate the reconstructed shape. Conversely, another
approach simplifies this process by extending 2D diffusion
into 3D [32, 33, 35, 67, 68]. It works on iteratively denois-
ing a noisy 3D point cloud or voxels under given conditions
to conduct reconstructing that has achieved remarkably gen-
eration results. Based on this, our work explores introduc-
ing the point diffusion into the target task.

In this paper, we propose to integrate Implicit field learn-
ing with Point Diffusion to address the target task, named
as IPoD. The proposed integration approach is novel, sim-
ple, yet effective: we perceive the query points as a noisy
point cloud to denoise. Specifically, a bunch of noisy points
are sampled not only for denoising as in diffusion learn-
ing, but also as spatial queries for implicit field learning,
so that our model iteratively conducts denoising and im-
plicit predicting to recover the target shape under the RGB-
D condition, as shown in Fig. 1. In this process, the sam-
pled points can gradually get close to the true object shape
through denoising, which can provide adaptive query posi-
tions according to the object shape for more effective im-
plicit field learning. In comparison, a pure implicit field
learning method queries all possible positions aimlessly and
views them equally, while our method can more effectively
conduct implicit field learning by attending more valuable
local regions near the object surface, thus also capturing the
fine shape details more easily. Further, we propose a novel
self-conditioning mechanism [4], which leverages the pre-
dicted implicit values to reversely assist the diffusion learn-
ing and thus forges a cooperative system. Specifically, we
predict the unsigned distances of all noisy points away from
the true object surface and employ them as the condition of
denoising at the next time step. The implicit predictions ac-
tually indicate the final target shape that is useful to guide
every one-step denoising. The proposed method actually
leads to a simple framework that conducts point diffusion
learning and implicit field learning concurrently but well
combines the advantages of both: the diffusion model for
recovering the global coarse shape and the implicit field
learning for giving accurate predictions on local fine details.

We conduct experiments on the CO3D-v2 [46] dataset
and demonstrate the superiority of the proposed approach,
which surpasses the state-of-the-art results by ~7.8% of
F-score and ~28.6% of Chamfer distance in average. In
addition, we clean 100k point clouds reconstructed in
MVImgNet [65] and show that (i) trained on CO3D-v2,

our method is generalizable to not only unseen categories in
CO3D-v2 but also other various categories in MVImgNet;
(ii) using the cleaned MVImgNet point clouds for training
can help further improve the generalizability.

In summary, our key contributions are as follows:

* We propose IPoD that conducts implicit field learning
with point diffusion for generalizable 3D object recon-
struction from single RGB-D images, where the diffusion
model provides adaptive queries for a more effective im-
plicit field learning.

* We design a novel self-conditioning mechanism that
leverages the implicit predictions to reversely assist the
denoising thus leading to a mutually beneficial system.

* We conduct extensive experiments to show the superi-
ority of IPoD and the effectiveness of each component.
IPoD achieves state-of-the-art reconstruction results on
the CO3D-v2 dataset [46].

2. Related Work

Single-view 3D reconstruction One line of methods on
this task train neural networks supervised by CAD [16, 60],
voxels [15, 62], point clouds [14, 37], or meshes [25, 63].
However, they mainly focus on simplistic synthetic data
with perfect supervision [59, 64], e.g. from the ShapeNet
dataset [1] or work on one or several categories [5, 17,
21, 30] as on the Pix3D dataset [57]. Our work follows
two more recent works, MCC [61] and NU-MCC [28], that
tackle the problem of category-agnostic reconstruction from
a single-view RGB-D image on real datasets [46, 65]. MCC
first introduces a large Transformer-based network for oc-
cupancy field learning, and NU-MCC further proposes a
repulsive unsigned distance field (Rep-UDF) for finer re-
construction and a neighborhood decoder that speeds up
the inference. Different in methodology, MCC-style meth-
ods take pure implicit learning for reconstruction, while our
method integrates diffusion models for better reconstruction
quality on both coarse shapes and fine details.

Diffusion models Since proposedin [19, 41, 55], diffusion
models have rapidly emerged as a popular family of gener-
ative models. Methods based on diffusion technology have
shown impressive quality, diversity, and expressiveness in
various tasks such as image synthesis [12, 19, 20, 41],
super-resolution [26, 48], image editing [6, 36, 47, 54],
and 3D vision tasks like shape completion [11, 33, 68],
text/image-to-3d [3, 18, 40, 45, 67], and 3D reconstruc-
tion [7, 10, 22, 35, 52]. Although applied on the 3D tasks,
most methods develop 1D or 2D diffusion models by first
pre-training an auto-encoder to encode the input into the 1D
or 2D latent space and conduct diffusion learning on the la-
tent space [2, 7, 10, 18, 53, 66, 69]. Zhou et al. [68] first ex-
tend diffusion models into 3D and propose point-voxel dif-
fusion (PVD) to iteratively denoise a noisy point cloud for
3D shape generation and reconstruction. The 3D diffusion
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model is attracting increasing attention [32, 33, 35, 67, 68].
Closed to our target task, PC? [35] applies PVD on real-
world reconstruction from one image with a known camera
pose, which projects image features to the point cloud as
the diffusion condition. Different from our work, PC2 fo-
cuses on reconstruction from posed images without depth
and conducts category-specific learning. In methodology,
our method is also based on point cloud diffusion models,
but differently, ours integrates implicit predictions as the de-
noising guidance for more accurate noise estimation.

Implicit field learning Implicit field learning is a pow-
erful approach that learns an implicit field that assigns a
value to each position as a representation. It has been
widely used for 3D shape representation using occupancy
field [42, 44, 49, 61], signed/unsigned distance field (SD-
F/UDF) [9, 28, 43], implicit feature field [8], radiance
field [34, 38], etc. Although impressive results have been
achieved, implicit field learning suffers from the large train-
ing cost because it usually demands dense position querying
and implicit value supervising to well fit the field. Such an
intensive learning paradigm is also used in the SOTA meth-
ods [28, 61] on the target task. However, our method inte-
grates implicit field learning with diffusion learning, which
can provide adaptive query positions via iteratively denois-
ing the query points. In this way, the implicit field learn-
ing can more effectively extract the valuable information in
data, which especially eases the recovery of fine details.

3. Method

In this section, we first formulate the target problem and
introduce the solutions based on implicit field learning and
point diffusion models. Then we give the formulation of the
proposed IPoD that integrates the two solutions. Finally, we
introduce the design of our self-conditioning mechanism.

3.1. Preliminary

Problem Formulation The task of this work aims to
recover a 3D point cloud X € RY*3 from a RGB-
D input, which is usually processed into an image I €
[0, 255]H*W>3 of size H and W and a partial point cloud
P € RM*3 unprojected from I with depth information,
where N and M denote the point numbers and M = HW
if without filtering or down-sampling. All point clouds
are normalized with zero-mean and unit-variance as the
CO3D [46] coordinate system.

Implicit Field Learning This solution aims to learn an
implicit field: f : (x,y,z) — v, where (z,y, z) denotes
any position in the 3D space, v is an implicit value, e.g.
a UDF value udf € RT representing the distance to the
object surface. In training, a bunch of N query points
Q = {(z,y,2)} C U(=b,b)? are uniformly sampled from a
bounded space of scale 2b, and their corresponding implicit
values v € RV <! are computed as supervision. Thus given

P and I as references, the implicit field learning network fj
aims to learn:

fo(Q| P I) = v, ey

so that the target shape can be obtained via densely sam-
pling query points and preserving those with desired im-
plicit values to derive an output point cloud. The objective
function for training is usually to minimize an L1 distance:

£imp = Hf@(Q | P’I) _V}

y 0)

Point Diffusion Models Diffusion denoising probabilis-
tic models are inspired by a thermodynamic diffusion pro-
cess. It works by iteratively adding noise to a sample
Xo ~ q(Xp) from the target data distribution ¢(X¢) and
finally into purely random noise, and the generative model
is formed by reversing the Markovian noising process. The
noising stepsize in the diffusion process is defined by a vari-
ance schedule {3;}71_,:

Q(Xi| Xi—1) = N (X5 /1 = B Xi—1, BiT), 3)

where ¢(X;|X;—1) is a normal distribution, so that
q(X;]Xo) can be modeled by a reparameterization trick:

q(X¢|Xo) = VauXo + V1 — @, “4)

_ t .
where oy =1 — ¢, ay = 1 — [],_ c, and the noise € ~

N(0,1). A generative network gy is learned to approximate
q(X¢—1|X¢), so that a sample Xy ~ ¢(Xo) can be gener-
ated by starting from a random sample X7 ~ A(0,I) and
then iteratively sampling from the estimated q(X;—1|X})
for denoising.

The target task can be tackled by a conditional point
cloud diffusion model, where a network gy is learned to
denoise a point cloud X7 ~ N(0,1)V*3 sampled from
a spherical Gaussian ball into the original object Xy = X
given condition P and I. At each denoising step ¢, gp is
required to predict the noise € ~ A/(0,1)V*3 added in the
most recent time step in X;:

gQ(Xt7t|P7I)_>67 (5)

where both X, and ¢ act as the input of gy. At the infer-
ence stage, we recover the mean value of the approximated
q(X¢|X¢—1) from the prediction gg(X¢,t | P,I), and a sam-
ple from the distribution ¢(X¢|X;_1) can be obtained with
this mean to update X;. When the time step gets sufficiently
small, the denoised X, can well approximate the shape of
X. The objective function for optimizing the parameters in
a diffusion model gy is usually to minimize an L2 distance:

‘Cdiff = Hg@(Xt7t | P7 I) - €H27 (6)
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Figure 2. Overview of the proposed method. The network takes a single-view image and a partial point cloud unprojected from the image
according to the depth information as the input. A bunch of points are sampled both as a noisy point cloud for point diffusion learning and
also as query points for implicit field learning. The proposed self-conditioning mechanism leverages the implicit predictions to reversely
assist denoising. The reconstruction result can be obtained via iteratively conducting implicit predicting and denoising concurrently.

3.2. Implicit Field Learning with Point Diffusion

We propose to integrate the implicit field learning and point
diffusion into one framework, where a bunch of points are
sampled not only as spatial queries for implicit field learn-
ing but also as a noisy sample for denoising to approximate
the object shape.

See Fig. 2 for an overview of the proposed IPoD. The
spatial queries start from a randomly sampled noise that
can be viewed as a point cloud X7 ~ N(0,1)V*3. As
in the inference stage of diffusion learning, it gradually gets
close to the target shape via an iterative denoising process
t=T,T—1,---,0under the condition of I and P. A net-
work conducts implicit value predicting on these adaptive
queries X; concurrently and produces the final shape when
t = 0. Denoting the new network as hg, at any time step ¢,
we estimate the noise € in X; and the UDF value v at the
position of each point in X;:

ho(Xe,t| P,T) — (e,v). )

For the training of hy, we randomly sample a noise
€ ~ N(0,1)N>*3 and t € [1,T] at each iteration, and the
noise € is added into the GT point cloud X to produce X,
according to Eq. 4. We also compute the distance of each
point in X; to the nearest one in X as the supervision v.
Then the network hy takes X; and ¢ as input to estimate ¢
and v conditioned by P and [ as in Eq. 7. We optimize the
parameters in hg by jointly minimizing the losses in Eq. 2
and Eq. 6:

Luni = ||V = [y +Al]¢ = €], ®

where 1/, ¢ are the prediction of hy, and A € R is a
weighting factor. Note that our model can also predict the
target object color by extending the implicit value v with
RGB values v = {udf,rgb} € RN¥*4 whose supervision
can be obtained from the color of the nearest point in X
within a pre-defined small distance p.

Compared with pure implicit field learning, ours exploits
the generation power of point diffusion models to conduct
more effective querying, where the query points can adap-
tively get close to the target shape rather than being sampled
aimlessly. With the coarse shape indicated by the denoised
query points, the network can better capture local fine de-
tails via implicit prediction.

Implementation In the proposed framework, the con-
crete implementation of hg follows the work of [28, 35,
61]. We provide two versions of implementation based on
PVCNN [31] and Transformer [58], respectively. As il-
lustrated in Fig. 3, the condition image I is first fed into
a Vision-Transformer [13] (ViT) encoder E; (well pre-
trained and frozen), where a patch embedding is adopted
to down-sample and serialize the image input and several
Transformer layers then extract features in the shape of
M’ x dy, of which M’ is the sequence length and d; is
the feature dimension. The encoding of P is similar, an en-
coder Ep extracts the features of P in the shape of M’ x ds.
In the encoder Ex for encoding X, the time step ¢ is first
embedded into a vector of length ¢’ and a linear layer is
adopted to project it into two values {scale, shift}, which
then serve as the affine factors to transform the embedding
of X;. The final feature of X} is finally obtained through
a linear layer. In the Transformer-based implementation,
we employ the similar anchor prediction operation follow-
ing NU-MCC [28], which further encode the features of 1
and P into M" anchors with positions and features. Note
that our method is independent to this operation. In the
PVCNN-based implementation, we follow the projection
manner in PC? to project the image features onto all po-
sitions in P and X; and extend their features via concate-
nation into (M + N) x d with d = d; + d3. In the de-
coding stage, we use two decoders with the same architec-
ture except the input and output dimension for the UDF v/
and noise €' prediction, respectively. The UDF prediction
V' is first computed and sent into the the other decoder,
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which is concatenated with the encoded feature of X; as
the self-condition for the noise prediction. More details can
be found in Sec. 4 and supplementary materials.

3.3. Self-conditioning

The adaptive queries provided by denoising benefit the im-
plicit field learning to place greater importance on recover-
ing the fine shape. We further propose a self-conditioning
technique to exploit the implicit field learning to recipro-
cally assist the diffusion learning, thus forming a mutually
beneficial system.

The typical self-conditioning technique is first proposed
in [4], where the model is directly conditioned by the previ-
ously generated variable during the sampling process, e.g.
X namely the approximated X at each time step as used
in [4]. It is proposed to leverage the internal approximation
to improve the prediction accuracy of the diffusion model.

We propose a novel self-conditioning method by taking
the predicted implicit value v/ as the self-condition. Com-
pared with using X, ours can provide more accurate self-
condition information, because the errors in X are usually
significant when ¢ is large at both the training and inference
stage, while the approximated implicit values v are rela-
tively independent of the time step variable.

The self-conditioning mechanism works as illustrated in
Fig. 3. The UDF prediction v’ is first computed and sent
into the the other decoder. As v/ € RV *! provides point-
wise information, we simply concatenate it with the em-
bedding of X; in the feature dimension. The concatenated
features then go through the decoder and an MLP for the
noise prediction. At the inference stage, the self-condition
is initialized with a vector with all negative values (e.g., -1)
and updated with v/ at each time step.

Compared with a naive denoising diffusion model as in
Eq. 5, the self-condition indicates the estimated unsigned
distance of each point to the GT shape surface so that richer
information about the target shape can be provided to assist
the noise prediction.

4. Experiments

Datasets We use CO3D-v2 [46] as the main dataset fol-
lowing MCC [61] and NU-MCC [28]. It consists of around
37k videos of 51 object categories, of which 10 are held
out for evaluation and the remaining 41 for training. The
10 held-out categories are the same as the ones selected by
MCC and NU-MCQC, as listed in the supplementary mate-
rials. In CO3D-v2, the object shape annotations are ob-
tained via COLMAP [50, 51] and thus inevitably contain
noise and voids. We test the zero-shot generalization ability
of the proposed method on the dataset of MVImgNet [65],
which is a real-world dataset with 220k object videos in 238
categories, and their 3D annotations are also obtained via
COLMAP. Note that videos of MVImgNet are captured in
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Figure 3. Illustration of the Transformer-based (upper part) and
the PVCNN-based (lower part) implementations. & denotes the
affine operation. The yellow arrow with double lines indicate the
proposed self-conditioning mechanism.

180° and thus can only provide incomplete 3D shape an-
notations. We also contribute a dataset with 100k cleaned
point clouds from MVImgNet. We hire annotators to man-
ually filter the 3D annotations with low quality and remove
the background noise caused by COLMAP estimation for
the rest of the point clouds.

Evaluation metrics Following previous works [28, 39, 56,
61], we use 6 metrics to evaluate the reconstruction quality.
The metrics can be divided into two groups for measuring
(i) the absolute distance: the Chamfer distance (CD) and its
two components that measure the distance in two different
directions (Acc and Comp); and (ii) the relative degree of
recovery: the precision ratio (Prec) that indicates the per-
centage of predicted points within a small distance thresh-
old p to any GT point, the recall ratio (Recall) that indicates
the percentage of GT points within p to any predicted point,
and their F-score (F1). Among them, F1 holds the dominant
since both accuracy and completeness are considered. The
mathematical formulation of all metrics are detailed in the
supplementary materials.

Baselines We compare the proposed method with four
baselines. The first one is PC? [35] based on the diffu-
sion model, implemented with a PVCNN backbone. It
is designed for single-image reconstruction and conducts
category-specific learning. We propose a modified PC?
(PC2-depth) by integrating the depth condition into the dif-
fusion model, where the single-view depth is unprojected
into a partial point cloud as the diffusion condition and con-
catenated with X, before being fed into the PVCNN for X,
denoising. Another baseline is MCC [61] which is imple-
mented with a Transformer-based encoder-decoder, which
conducts implicit learning based on an occupancy field. The
last one is NU-MCC [28] that improves MCC by proposing
a Repulsive UDF to replace the occupancy field and apply-
ing anchor representations for higher efficiency.
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Table 1. Results on CO3D-v2, averaged on all samples from 10 held-out categories. The best results are highlighted in bold font.

Method H Backbone ‘ Accl Compl CDJ ‘ Prect Recallt F11
PC? [35] PVCNN 0.342 0.214 0.556 24.2 56.2 33.0
PC2-depth PVCNN 0.209 0.103 0.312 61.7 87.6 70.7
MCC [61] Transformer 0.172 0.144 0.316 68.9 72.7 69.8
NU-MCC [28] Transformer 0.121 0.146 0.266 79.2 84.0 80.9
Oursl PVCNN 0.163 0.089 0.252 69.0 89.7 76.2
Ours2 Transformer 0.104 0.087 0.190 85.1 90.1 87.2

Implementation details The size of input image [ is
224224, P and I are divided into patches of size 16x 16
for ViT encoding. The encoded feature dimensions of 1
and P are 768 (d1=d>=768), and the decoded feature di-
mension is also 768 (d'=768). The UDF value supervision
is clamped with a max value of 0.5. Besides, 7' is set as
1,000 in our diffusion model, A=1.0 in training, and N=50k,
the distance threshold p=0.1 for evaluation. Our model is
trained with a batch size of 64 for 100 epochs (taking around
48 hours on NVIDIA V100 GPUs), and an Adam [24] op-
timizer with a base learning rate of 10™* is used follow-
ing MCC and NU-MCC. We implement the proposed ap-
proach with two versions that use PVCNN (Oursl) and
Transformer (Ours2) as the decoder backbone, respectively.
The version of “Oursl” is constructed by adding the im-
plicit learning branch and the self-conditioning mechanism
into the diffusion-based PC? [35], and for “Ours2”, we inte-
grate the query points denoising branch into NU-MCC [28]
that constructed based on implicit field learning and use the
predicted UDF values as the self-condition to guide the de-
noising. See supplementary materials for more model ar-
chitecture details of PVCNN-based and Transformer-based
implementations.

4.1. Results on CO3D-v2

We show the evaluation results of the proposed method
on the CO3D-v2 dataset in Tab. 1. No matter when im-
plemented with PVCNN or Transformer as the backbone,
our method can get better results than other existing meth-
ods. With PVCNN, our method improves the performance
of the baseline PC2-depth by 19.2% on Chamfer distance
and 7.8% on F-score. Based on Transformer, our method
achieves SOTA performance, which surpasses the previ-
ously best algorithm NU-MCC overall metrics, specifically
by 28.6% on Chamfer distance (0.266—0.190) and by 7.8%
on F-score (80.9%—87.2%).

We visualize the reconstruction results of each method in
Fig. 6. As shown, the proposed method can produce better
generations than the baseline method (Ours1 v.s. PC?-depth
and Ours2 v.s. NU-MCC) on both higher precision in local
details and better completeness in coarse shapes. Besides,
our method implemented based on Transformer achieve the
best qualitative results over all baseline methods, especially
for objects with more complex geometry structures. More
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Figure 4. Visualization on MVImgNet data. Upper: generalization
results by Ours2; Lower: the comparison of generalization results
before and after fine-tuning on cleaned MVImgNet data.

qualitative results of our method on the CO3D-v2 dataset
are included in the supplementary materials. We also visu-
alize reconstructions of samples from seen categories in the
supplementary materials.

4.2. Results on MVImgNet

We evaluate the generalizability of our method imple-
mented based on Transformer (Ours2) on the MVImgNet
dataset. Considering the incompleteness of GT shapes in
MVImgNet, we do not consider the quantitative results. As
presented in Fig. 4, our method can well generalize to more
various categories of objects than in the CO3D-v2 dataset.
Meanwhile, there are also some cases of over-predicting as
in the lower part of Fig. 4, where Ours2 predicts extra noisy
points in results. We further use the cleaned MVImgNet
point clouds to fine-tune the network and found that the gen-
erations are endowed with higher accuracy, which indicates
that the cleaned data can further improve the model’s gen-
eralizability. Note that the categories in the cleaned data for
fine-tuning have no overlap with the ones for evaluation.
This experiment can also validate the generalizability of
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Figure 5. Visualization of the denoising process (t={1000, 750,
500, 250, 0}) of our method in inferring. Note we only sample 2k
points in each noisy sample for better visualization. The darkness
of each point indicates the magnitude of the predicted UDF value
(the smaller, the darker) at this position.

point diffusion models when learning from large-scale data.
More generalization results of our method are included in
the supplementary materials.

4.3. Ablation Study

Our approach mainly consists of three components: (i)
the point diffusion learning provides adaptive query points
for more efficient implicit learning, (ii) we supervise the
UDF value of each point in a noisy point cloud for implicit
field learning, and (iii) a self-conditioning mechanism is de-
signed to facilitate its benefit to the denoising learning. Ab-
lative analyses are conducted on them.

Individual impact To analyze the impact of the three
components above, we evaluate the precision, recall, and
F-score of each variant. Adding diffusion learning only into
NU-MCC can bring an obvious improvement by absolute
4.9% on F-score (80.9%—85.8%), and further adding self-
conditioning also makes a positive effect (85.8%—87.2%),
as shown in Tab. 2(c, d). When adding UDF learning
into PC2-depth, the F-score is raised absolutely by 2.6%
(70.7%—73.3%), and adding self-conditioning can further
bring an absolute 2.9% gain (73.3%—76.2%), which proves
the effectiveness of self-conditioning.

Point diffusion We visualize the denoising process in
Fig. 5 to better validate the effectiveness of the point dif-
fusion learning. Starting from purely noisy samples, the
point clouds gradually get close to the target shapes accord-
ing to the inputs. Notably, when addressing objects with

Table 2. Ablative results on three components: (i) Diff.: using
diffusion learning; (ii) UDF: using UDF supervision; (iii) Self.:
using the proposed self-conditioning mechanism. The upper sec-
tion of the table includes results when implemented with PVCNN,
and the lower includes Transformer-based results.

Method H Diff. UDF Self. ‘ Prect Recallt F11
PC2-depth v 61.7 87.6 70.7
(a) v v 65.8 87.4 73.3
(b) v v v 69.0 89.7 76.2
NU-MCC v 79.2 84.0 80.9
(c) v v 84.2 85.9 85.8
(d) v v v 85.1 90.1 87.2

Table 3. Results of using different variants of self-condition.
“None” denotes not using any self-conditioning.

Self-condition H Prect Recallt F11
(a) UDF value 69.0 89.7 76.2
(b) UDF + RGB value 68.9 89.8 76.2
(¢) Occupancy value 67.8 87.8 74.5
(d) X, (classical) 63.2 90.3 72.7
(e) None 61.7 87.6 70.7

Table 4. Effects of self-conditioning at different denoising stages.
The whole denoising process with 1k steps in inferring is evenly
divided into four stages.

1k-750 750-500 500-250 250-0 ‘ Prect Recallt F17

v v v 67.5 88.8 75.1
v v v 56.0 86.7 65.5
v v v 63.7 88.0 72.3
v v v 59.9 85.1 68.1
v v v v 69.0 89.7 76.2

relatively simple geometry, the point cloud at ¢ = 0 itself
can well capture the shape. However, for more complex
geometries (e.g. toy plane in the last two rows of Fig. 5),
the noise in point clouds can not be perfectly diminished.
In this situation, implicit values can still well indicate the
accurate shapes that complement the denoised point clouds.

Self-conditioning We conduct another group of analysis
on the choice of self-condition: (a) using predicted UDF
values (ours), (b) using predicted UDF and RGB values,
(c) using predicted Occupancy values, (d) using X as in
a classical manner, and (e) using none of them above. As
shown in Tab. 3, using RGB values additionally can not lead
to an extra performance gain, and replacing UDF with the
Occupancy field can cause a performance drop. A potential
reason is that UDF values can provide more fine-grained
information about the difference between the noisy sam-
ple and the target shape. Using X results in a worse F-
score than using occupancy values, but better than not us-
ing. This result validates the claim in Sec. 1 that the pro-
posed self-conditioning mechanism can provide more ac-
curate and useful information about the target shape to im-
prove the noise prediction in point diffusion learning.
Besides, we also delve into an in-depth analysis of the
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impact of self-conditioning at different denoising stages.
Dividing the whole denoising process into four stages
of even length (per 250 time steps), we close the self-
conditioning at each single stage in inferring, which leads
to the results in Tab. 4. As shown, the first stage has the
smallest effect, while the second and the last stages have
significant impacts on the reconstruction quality. A possi-
ble reason is the second stage takes a role in capturing the
coarse shape from a pure noise and the last stage is impor-
tant for points’ getting close enough to the target shape to
ease the final UDF estimating.

5. Conclusion

In this paper, we have introduced IPoD, a powerful ap-
proach based on implicit field learning and point diffusion,
to address the problem of generalizable 3D object recon-
struction from single RGB-D images. We propose to con-
duct implicit field learning with adaptive queries through
point denoising that helps the model better capture both the
global coarse shape and local fine details. We also develop
a self-conditioning mechanism to leverage implicit predic-
tions to reversely assist the noise estimation in diffusion
learning, which eventually forges a cooperative system. We
implement our method based on two kinds of backbones,
PVCNN and Transformer, and evaluate them on the CO3D-

26 ¥ EX

Figure 6. Visualization of reconstructions by different methods on CO3D-v2 unseen categories. We choose two views for each sample.

v2 dataset. Experiments show that our method can achieve
impressive reconstruction results, which quantitatively out-
performs previous SOTA methods on both reconstruction
completeness and precision. Results on MVImgNet also
show that our method can well generalize to more various
categories from another dataset.

Limitations We have not validated the effectiveness of our
method on 3D human and scene reconstruction. Human
shapes often contain more fine-grained details that may
bring new challenges, and 3D scenes are also hard to recon-
struct considering the serve occlusion causing poor quality
in single-view inputs. These will be our future work.
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