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Abstract

This paper addresses text-supervised semantic segmen-
tation, aiming to learn a model capable of segmenting ar-
bitrary visual concepts within images by using only image-
text pairs without dense annotations. Existing methods have
demonstrated that contrastive learning on image-text pairs
effectively aligns visual segments with the meanings of texts.
We notice that there is a discrepancy between text alignment
and semantic segmentation: A text often consists of multiple
semantic concepts, whereas semantic segmentation strives
to create semantically homogeneous segments. To address
this issue, we propose a novel framework, Image-Text Co-
Decomposition (CoDe), where the paired image and text
are jointly decomposed into a set of image regions and a
set of word segments, respectively, and contrastive learn-
ing is developed to enforce region-word alignment. To work
with a vision-language model, we present a prompt learn-
ing mechanism that derives an extra representation to high-
light an image segment or a word segment of interest, with
which more effective features can be extracted from that
segment. Comprehensive experimental results demonstrate
that our method performs favorably against existing text-
supervised semantic segmentation methods on six bench-
mark datasets. The code is available at ht tps://github.
com/072jiajia/image-text—-co-decomposition.

1. Introduction

Semantic segmentation is essential to various applications
[11, 15, 50] in computer vision but is hindered by several
critical challenges. First, the expensive cost of acquiring
pixel-level annotations limits the applicability of fully su-
pervised semantic segmentation methods. Second, most ex-
isting methods [40, 43, 52] are developed to work on pre-
defined categories and leave themselves inapplicable to rare
or unseen concepts described by free-form text. To address
these obstacles, a new research direction has emerged in
vision-language models, referred to as fext-supervised se-
mantic segmentation [5, 28, 44—-46, 49]. This task devel-

ops segmentation models capable of assigning labels across
large vocabularies of concepts and supporting semantic seg-
mentation model training without pixel-wise annotations.

Fig. | compares existing methods for text-supervised se-
mantic segmentation by grouping their cross-domain align-
ment mechanisms into three categories, including image-
text, region-text, and region-word alignment. Despite the
differences, most of these methods compensate for the lack
of pixel-wise annotations on broad semantic concepts by ex-
ploring abundant image-text pairs on the internet. The tex-
tual descriptions bring extensive knowledge across diverse
categories. Thus, existing methods typically apply a vision-
language model such as CLIP [34] to textual descriptions to
acquire the semantic context of the corresponding images
for segmentation model learning.

The image-text alignment is widely adopted in the lit-
erature e.g. [28, 44, 45]. As depicted in Fig. 1a, methods
of this group derive an image encoder and a text encoder
by aligning them in a joint embedding space. They then
use their proposed zero-shot transfer techniques to enable
the two encoders to predict segmentation output. Despite
the simplicity, they introduce unfavorable discrepancies be-
tween the training and testing phases since we aim to match
the semantic features from the text to the corresponding im-
age segments rather than the whole image during testing.

To mitigate this issue, the region-text alignment is ex-
plored. As shown in Fig. 1b, methods of this group such
as [5] utilize a pre-trained visual-language model to derive
an additional image segmenter that discovers concepts de-
scribed by the text. They enforce the consistency between
the segmented region and the text but suffer from the dis-
crepancy between the region-text alignment and semantic
segmentation: A text may consist of multiple concepts, such
as pub, night, and car in Fig. 1b, while semantic segmenta-
tion aims to identify regions of the same concept.

To address the aforementioned issues in the image-text
and region-text alignments, we propose a novel framework,
Image-Text Co-Decomposition (CoDe), to achieve region-
word alignment. As illustrated in Fig. lc, we utilize a
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Figure 1. Existing methods perform text-supervised semantic segmentation by learning either (a) image-text alignment or (b) region-text
alignment. This paper presents (c) region-word alignment via image-text co-decomposition, where the image and the text are decomposed
into object regions and word segments, respectively, while contrastive learning is used to establish cross-modal correspondences between

these image and word segments.

visual-language model to construct an image segmenter and
a text segmenter: The former decomposes an image into im-
age segments, while the latter decomposes a text into word
segments. In addition, there exist one-to-one correspon-
dence between image and word segments. This way, the
discrepancy between training and testing is alleviated since
each image segment is derived from a single concept given
by the corresponding word segment.

The proposed CoDe framework comprises four compo-
nents: an image segmenter, a text segmenter, a region-word
alignment module, and a prompt learning module. We ran-
domly select nouns in the text. For each selected noun e.g.,
“car”, the image segmenter identifies the image segment
that matches the noun, i.e., the region of the car, while the
text segmenter discovers the corresponding word segment,
i.e., “red cars.” The region-word alignment is developed
to enforce the consensus between the image and word seg-
ments. To better work with a vision-language model, we
present a prompt learning module to derive an extra repre-
sentation, enabling more effective feature extraction.

The main contributions of this work are as follows:

e We propose a new framework, Image-Text Co-
Decomposition (CoDe), to learn the region-word align-
ment for eliminating train-test and image-text discrepan-
cies, facilitating text-supervised semantic segmentation.

* We propose a prompt learning method to address domain
shift issues arising from blank areas during the highlight-
ing process and enhance the alignment between high-
lighted regions and highlighted words.

* Our method effectively carries out zero-shot semantic
segmentation and performs favorably against the state-of-
the-art methods on six benchmark datasets.

2. Related Works
2.1. Open-Vocabulary Semantic Segmentation

Open-vocabulary semantic segmentation focuses on seg-
menting any concepts within images, even those unseen
during training, based solely on textual descriptions. Its
three important branches are discussed as follows:

Semi-supervised setting with mask-annotations. Meth-
ods of this group such as [16, 17, 24, 26, 31, 47] learn
from dense annotations to produce high-quality segmenta-
tion masks, and then utilize image-text pairs and pre-trained
vision-language models to extend the segmentation capabil-
ity to a larger target vocabulary. Despite the remarkable re-
sults, these methods are hindered by their reliance on costly
dense annotations, posing a challenge in cases where such
annotations are difficult to obtain.

Training-free methods. Another line of research e.g.
[38, 41, 54] makes the most of large pre-trained mod-
els for open-vocabulary segmentation without training.
MaskCLIP [54] introduces a modification to the final layer
of the CLIP image encoder, yielding dense feature maps
that could be employed as initial segmentation maps for
further refinement. ReCo [38] constructs an image archive
and makes use of retrieval and co-segmentation to identify
co-occurrence regions among a specific category. Although
these methods eliminate the process of training, the results
exhibit significant room for improvement, which shows the
need for additional supervision to accomplish this task.

Text-supervised semantic segmentation. It strikes a bal-
ance between the two aforementioned branches. Methods
of this group are discussed in detail in the following because
our method belongs to this group.

2.2, Text-Supervised Semantic Segmentation

Text-supervised semantic segmentation [4, 5, 28, 33, 36, 42,
44-46, 49] decomposes an image into semantic regions ac-
cording to text descriptions. Unlike semi-supervised meth-
ods relying on a few images with mask annotations during
training, methods of this group aim to learn semantic masks
solely from text-based guidance. We roughly divide exist-
ing methods into two categories based on their cross-modal
alignment between the image and text domains.

Image-text alignment. These methods train an image en-
coder alongside a text encoder to align pairs of image and
text in a joint embedding space. They use zero-shot trans-
fer to enable the encoders to produce segmentation results.
GroupViT [45] introduces a bottom-up approach within
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Transformers, grouping image patches into regions and uti-
lizing object semantics derived from texts to guide train-
ing. SimSeg [49] further introduces a pretraining method
that densely aligns visual and language representations, en-
abling the trained image encoder to generate segmentation
masks in a zero-shot manner.

Region-text alignment. Another line of research targets
at aligning the embedding of a region, instead of the whole
image, with text descriptions. For instance, TCL [5] learns
to segment specific regions within an image while ensuring
consistency between the segmented region and the original
text. It enables the model to segment the relevant region
described in the text.

These methods for text-supervised semantic segmenta-
tion have shown that employing vision-language models
and contrastive learning on image-text pairs enables align-
ing visual concepts with the meaning of the whole text.
We notice that a text is usually a mix of multiple se-
mantic concepts, but semantic segmentation aims to dis-
cover semantically homogeneous segments. To address
this issue, inspired by the region-word matching techniques
[8, 21, 22, 39] for cross-modal retrieval, we introduce
image-text co-decomposition, where the image and the text
are decomposed into image and word segments, respec-
tively, and contrastive learning is adopted to enforce cross-
modal consensus between these image and word segments.
It turns out that image-text co-decomposition results in con-
sistent performance gains on multiple benchmarks.

2.3. Prompt Tuning for Vision-Language Models

Emerged from natural language processing [23, 25, 27],
prompt tuning focuses on parameter-efficient adaptation of
large pre-trained models to new tasks. In computer vi-
sion [20, 55-57], pioneering work such as CoOp [55, 56] in-
corporates learnable tokens into the CLIP text encoder, en-
hancing the classification task performance. Recent studies
e.g. [12, 14, 35] leverage prompt tuning in the text modal-
ity for extending CLIP’s capabilities to various applications
such as detection and segmentation tasks. Notably, prompt
learning methods are also applicable to the visual domain.
VPT [19] employs prompt tuning in the visual modality by
inserting learnable vectors into Vision Transformers. Fur-
ther studies [18, 26] explore tuning methods that directly
incorporate learnable prompts into the input image within
the RGB domain to address downstream tasks.

Drawing inspiration from the success of these methods,
our method leverages the capabilities of prompt tuning on
segment feature extraction in both the visual and text do-
mains. Prompt learning is beneficial in this work when ap-
plying contrastive learning to the visual and textual features
extracted by a vision-language model.

3. Methodology

In this section, we first provide an overview of our method
for image-text co-decomposition and define the notations
in Sec. 3.1. Then, we specify the three major modules of
our method, including 1) the image-text co-segmentation
module in Sec. 3.2, 2) the region-word highlighting mod-
ule in Sec. 3.3, and 3) the region-word alignment mod-
ule in Sec. 3.4. These modules work harmoniously to ad-
dress the region-word alignment for text-supervised seman-
tic segmentation and enhance model performances. Finally,
implementation details are given in Sec. 3.5.

3.1. Method Overview

Image-text co-decomposition enables text-supervised seg-
menters to learn region-word consensus when segmenting
an image X with a paired text X?. Our method aims to
jointly learn an image segmenter F'¥ and a text segmenter
F* with solely the supervision from a set of K image-text
pairs, D = {X}, X!} |, where no annotations are given.
In addition, we optimize two learnable prompts, including
a region prompt P and a word prompt P?, to alleviate the
unfavorable effect of blank embeddings caused by apply-
ing a vision-language model to masked images or texts for
feature extraction.

Fig. 2 illustrates the pipeline of our method, consisting of
three modules, including the image-text co-segmentation,
region-word highlighting, and region-word alignment mod-
ules. For an input image-text pair (X", X!), we initiate the
process by randomly selecting a noun N, e.g., balloon in the
figure, from the text X* using the noun selector [2]. This se-
lected noun serves as a query. We take the query N along
with the image X" as input to the image segmenter F'V to
generate the region mask M" showing the estimated object
region specified by the query. Similarly, a text segmenter
F* takes the query NV and the text X* as input and estimates
the word mask M indicating the associated word segment.

Subsequently, we apply the region mask M"Y to the im-
age X" to crop the estimated object region. For the esti-
mated background, i.e., the region outside the mask M"Y,
we crop the corresponding region from the learned region
prompt P". The highlighted image H" is yielded by com-
bining the cropped object and background regions. Simi-
larly, the highlighted text H® is generated by combining the
text X inside the mask M® and the word prompt P? out-
side the mask M®. We extract features from the highlighted
image and text by using the image encoder £ and the text
encoder E* of CLIP [34], respectively. The procedure is re-
peated for each image-text pair and each selected noun. It
follows that the region-word alignment is accomplished by
contrastive learning [7]. Four loss functions, including Ly,,
C;’eg, Eﬁeg, and Ly, are used for network optimization, and
will be elaborated in the following.

26796



Xt
p——————— i
“Hot air balloon 0 text ) word mask M
takes to —‘—{ Segmenter MH _prompt
the skies” Ft S highlighting
£ y, 3

word prom

1 highlighted text H'*

ﬂﬂ

‘@ text
encoder H
Bt

N ct .
noun seg
_ selection . i ) Lhet
X" B region mask /\/* highlighted image H"
‘f"‘ image }—I region prompt P’ | prompt ‘ﬂ image
segmenter — A encoder
.‘ \ F }—1 ty r highlighting \ EY
 Learnable Lkg ‘
a Frozen (a) Image-Text Co-Segmentation (b) Region-Word Highlighting (c) Region-Word Alignment

Figure 2. Training pipeline of our method for image-text co-decomposition. Our method consists of three major modules, including (a)
the image-text co-segmentation module where the image and text segmenters estimate the region and word masks according to a selected
noun, respectively, (b) the region-word highlighting module where the estimated masks together with two learnable prompts produce the
highlighted image and text, and (c) the region-word alignment module where contrastive learning is applied to the embedded object regions

and word segments to accomplish region-word alignment.

3.2. Image-Text Co-Segmentation

The image-text co-segmentation module comprises a noun
selector, an image segmenter, and a text segmenter, as
shown in Fig. 2a. Taking an image-text pair (X, X?) as
input, this module aims at jointly identifying an object re-
gion in image X" and its accompanying word segment in
text X according to a randomly selected noun.

To begin with, we employ the noun selector [2], which
takes the text X! as input and extracts a set of .J nouns,
{Nj}le, in X*. For each noun N;, we carry out region
mask generation, where the image segmenter F'¥ predicts a
region mask M? specifying the area in image X" relevant
to noun NN;. A similar task word mask generation is per-
formed by the text segmenter F'*, which seeks a word mask
M" matching noun N;. The tasks of region and word mask
generation are depicted as follows.

Region mask generation. The image segmenter F'¥ takes
image X" and noun IV; as input. It encodes the image into a
pixel-wise embedding x¥ € RTXWXC where H x W is the
image resolution and C' is the channel dimension. We also
compute the noun embedding n; € R for noun N;. The
image segmenter generates a region mask MV € R7*W by
performing the dot product between the noun embedding n;
and every location of the image embedding x".

In this work, we use the image segmentation model in [5]
to serve as the image segmenter 'V, and employ its corre-
sponding loss, denoted by L, here, to help derive the im-
age segmenter. This loss considers segment regularization
and contrastive learning that can be directly applied to the
segmentation results along with the noun embedding. We
use the KgCoOp method [48] to obtain the noun embedding
n;, as it avoids the pitfalls of improper prompt selection.
It appends learnable context tokens to the noun, forming
pseudo-sentences for optimal prompt tuning. The noun em-
bedding loss Ly, [48] is included to improve the accuracy
of these embeddings, i.e.,

Lyg = |In; —nf|[3, (1)

where the n} € R represents the knowledge-guided noun
embedding generated from hand-crafted prompts such as “a
photo of a N;” using the text encoder.

Word mask generation. The text segmenter I takes the
text X* and the noun N; as input. For text feature extrac-
tion, we consider the CLIP text encoder appended with two
learnable multi-head attention layers. With the resultant
feature extractor Et, the word-wise features of text X are
obtained via x* = E*(X') € R¥*C, where L is the text
length, i.e., the number of word tokens. The word-specific
logits £; = [¢;;]%; € R for noun N; are computed via

£ =w-x'n; +b, )

where w and b are two learnable parameters, and n; € RC
is the noun embedding.

Since each word in text X belongs to either one of the
J word segments associated with nouns {N; }sz1 or none
of them, the word mask M* = [m!]L; € RE for noun N;
is obtained by applying the softmax function over all the J
noun-associated segments, i.e.,

i
mt — exp(£),i)

- J
LY exp(lyr)

,for1 <i< L, 3)

where the additional 1 in the denominator is included for the
case where word ¢ does not belong to any noun-associated
segments. The word mask M for noun N, is produced.

According to the softmax function defined in Eq. 3, we
get the probabilities of word ¢ over J + 1 cases, namely be-
longing to one of the J noun-associated segments or none
of them. We compile a pseudo label vector p = {p;} €
{0,1}%, where p; takes value 1 if word i belonging to the
jth noun-associated segment gets the highest probability,
and O otherwise. We develop the text segmentation loss
Eﬁeg, which is the cross-entropy loss on the word mask M*
with respect to the pseudo label vector p, and can help learn
the text segmenter F*.
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3.3. Region-Word Highlighting

We present a prompt learning method to reliably extract
features from an image region or a word segment us-
ing a vision-language model. Specifically, we propose a
region-highlighting prompt learning method and a word-
highlighting prompt learning method, as shown in Fig. 2b.

Region highlighting prompt. When the region mask M"
is directly applied to the image X" via M" x X7, where
denotes the element-wise multiplication operation, it makes
specific regions of the image being zeroed out, resulting in
what we refer to as blank areas. When a pre-trained vision-
language model like CLIP is applied to these areas, the do-
main distribution may shift due to the introduction of zero
tokens, which are unseen in natural images. To mitigate this
issue, we introduce a region highlighting prompt, which is
a learnable, universal image representation, denoted by P".
This representation is used alongside the original image in
the process of feature extraction. The highlighted image is
then obtained via

HY = XV s M+ P" (1 — M). 4)

In this way, the blank areas are filled with the corresponding
areas of the region prompt P alleviating the unfavorable
effect of domain shift.

Word highlighting prompt. A similar challenge arises in
the text domain when applying the word mask M? to text
X!, The resultant zero tokens in the masked part uninten-
tionally carry meanings of specific words, leading to po-
tential inaccuracies. To mitigate this issue, we introduce a
word highlighting prompt, represented as a learnable, uni-
versal text representation P?. The highlighted text H? is
obtained by

H' = X's M'+ P« (1 - M"). 5)

Since the masked part is filled with content from Pt, the
risk of including unexpected text meanings is reduced.

3.4. Region-Word Alignment

In the following, we describe how our method achieves
region-word alignment. Our objective is to optimize mu-
tual evidence between the highlighted object regions and
the highlighted word segments, as illustrated in Fig. 2c.

Contrastive loss on highlighted region-word pairs. To
achieve region-word alignment, we compute the high-
lighted region embedding e” and highlighted word segment
embedding e’ from the highlighted region-word pair by us-
ing the image and text encoders of CLIP by

e’ = E'(H") and e' = E'(HY), (6)

where EV and E! are the CLIP image and text encoders,
respectively.

We adopt batch optimization for model training. Each
batch has several triplets, each of which is composed of an
image, its paired text, and a randomly selected noun from
the text. Each triplet yields a region embedding and a word
embedding via Eq. 6. Suppose that there are B triplets in
this batch. We create a similarity matrix S = [S; ;] €
RB*B where S; ; stores the cosine similarity between the
1th region embedding e} and the jth word segment embed-
ding e§-. We adopt the symmetric version of InfoNCE loss
to develop the highlighted region-word pair contrastive loss,
which enhances the similarity of related region-word pairs
while reducing it for unrelated pairs:

B
1 exp(SZ- 1/7_)
Lha=— 55 ) log ’
2B ; Zf:l exp(9i,;/7)
B

1 exp(SZ-’i/T)
- — log —5 ,
2B i=1 Zj:l exp(S;,i/T)

where T is a learnable temperature. Notably, even though
nouns may be selected multiple times across image-caption
pairs, the corresponding highlighted regions H and high-
lighted texts H* vary, ensuring the effectiveness of the In-
foNCE loss in precise region-word alignment.

(7

Loss functions and optimization. In sum, the proposed
network for image-text co-decomposition is optimized us-
ing a composite loss that combines the knowledge-guided,
image segmentation, text segmentation, and highlighted
region-word pair contrastive losses, defined as follows:
L= )\kgﬁkg + ALY+ N ‘Czeg + At Lhel - ()

seg~seg seg
3.5. Implementation Details

We utilize NLTKs [2] part-of-speech tagging algorithm for
noun selection. For image segmentation, we utilize TCL’s
image segmenter [5] to generate image masks, and we adopt
the training loss in TCL, which relies solely on the image-
caption pairs, to yield Lg,. For text segmentation, we use
a CLIP text encoder appended with two multi-head atten-
tion layers as the text segmenter E*. Our model is trained
on the CC3M and CC12M datasets. The resolution of input
images is set to 224 x 224. For each forward pass of an
image-text pair, we randomly select 2 nouns from the text.
The loss weights are set as follows: Ay, = 8.0, Ag,, = 1.0,
)\ﬁeg = 1.0, and Ape = 0.5 in the experiments. We train
the model with a batch size of 64 on four NVIDIA 2080Ti
GPUs and with a learning rate of 5 x *10~% for a total of
50, 000 iterations with 15,000 warmup steps and a cosine
schedule. AdamW optimizer [29] is used with a weight de-
cay of 0.05. To improve the quality of the predicted mask
during the evaluation phase, we adopt the post-processing
approach described in TCL [5], which uses pixel-adaptive

mask refinement (PAMR) [1] for mask refinement.
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Methods ‘ Publication Dataset VOC Context Object Stuff City ADE | Avg.
GroupViT [45] CVPR 2022 | CC3M+CCI2M+YFCCI4M | 49.5 190 243 126 69 8.7 |202
ViL-Seg [28] ECCV 2022 CCi2M 373 189 181
ViewCo [36] ICLR 2023 CCI2M+YFCC14M 524 230 235
OVSegmentor [46] | CVPR 2023 cC12M 53.8 204 251
SimSeg [49] CVPR 2023 CC3M+CCI2M 574 262 297
TCL [5] CVPR 2023 CC3M+CCI2M 550 304 316 224 240 17.1 |30.1
SegCLIP [30] ICML 2023 CC3M + COCO 526 247 265
CoCu [44] NeurIPS 2023 | CC3M+CCI2M+YFCCI4M | 514 23.6 227 152 221 123|246
PGSeg [51] NeurlPS 2023 | CCI2M+RedCaps12M | 532 238 287
CoDe (Ours) | CVPR2024 | CC3M+CCI2M | 577 305 323 239 289 17.7|318

Table 1. Text-supervised semantic segmentation performance comparison in terms of mIoU. The proposed method is compared
with nine SOTA methods on six popular semantic segmentation datasets: PASCAL VOC (VOC), PASCAL Context (Context), COCO-
Object (Object), COCO-Stuff (Stuff), Cityscapes (City) and ADE20K (ADE). For each compared method, the dataset column lists its
training datasets. Several methods used datasets in addition to CC3M and CC12M, such as YFCC14M, COCO and RedCaps12M. When
applicable, we also provide an average mloU across all six datasets. For each dataset, the best method is indicated by bold fonts, whereas

the second best method is underlined.

4. Experiments
4.1. Datasets and Evaluation Settings

We utilize image-text datasets to train our proposed model
and perform extensive experiments on six commonly used
semantic segmentation benchmarks to validate our method.
Training datasets. We trained our model on two image-text
datasets, Conceptual Captions 3M (CC3M) [37] and Con-
ceptual 12M (CC12M) [6] containing 3M and 12M image-
text pairs respectively. They have been widely adopted for
training text-supervised semantic segmentation methods.
Evaluation datasets. We used six zero-shot semantic seg-
mentation benchmarks to validate the zero-shot transfer ca-
pability of our model on categories that were not specif-
ically trained. As in previous work [5], the benchmarks
can be categorized into two groups, with and without back-
ground classes. Benchmarks with a background generally
label areas that do not belong to any predefined categories as
“background,” which is usually removed by considering a
probability threshold in text-supervised semantic segmenta-
tion. For this category, we use the validation split of the fol-
lowing datasets: PASCAL VOC 2012 [13], PASCAL Con-
text [32], and COCO-Object [3]. They each contain 20, 59,
and 80 foreground classes, respectively, with an additional
background class. For the “without background category,”
we evaluated our model with the validation split of COCO-
Stuff [3], Cityscapes [10], and ADE20K [53] datasets. Each
of them contains 171, 19, and 150 classes, respectively. In
this category, all images are fully annotated, which is ex-
ceptionally challenging. Using datasets in this category, our
model can be tested for its ability to recognize a variety of
concepts. We employ mean intersection-over-union (mloU)
as our evaluation metric.

For zero-shot semantic segmentation evaluation, we rely
solely on the image segmenter. The image segmenter pro-

cesses the input image in conjunction with class names from
each dataset to produce segmentation predictions. In accor-
dance with the settings of prior work [5], we adopt the class
names provided by the default version of MMSegmentation
[9] and adhere to its post-processing methodology.

4.2. Quantitative Comparisons

We compare the proposed method with nine text-supervised
semantic segmentation methods on the six datasets. Tab. |
reports the mloU values. The numbers have been taken di-
rectly from the original papers. All methods were tested on
the three datasets of the “with background class,” but only
three methods (GroupViT [45], CoCu [44] and TCL [5])
were tested on the dataset of the “without background
class.” For those three methods, we also report their average
mloU values across all six datasets. It is also worth noting
that these methods use different combinations of training
datasets, as indicated in the dataset column of Tab. 1.

Our method achieves the best performance in all six
datasets, while TCL [5] and SimSeg [49] are the runners-
up. In terms of average mloU, our method (CoDe) achieves
31.8 whereas TCL achieves 30.1, resulting in a 5.65% im-
provement. The result demonstrates the effectiveness of
our image-text co-decomposition method in addressing the
alignment-level train-test discrepancy that exists in previous
methods by directly learning the region-word alignment.

4.3. Qualitative Results

Visual comparison with existing methods. Fig. 3 visu-
ally compares the segmentation results of our methods and
two runners-up, TCL [5] and SimSeg [49], on the PASCAL
VOC, PASCAL Context, and COCO Object datasets.

This figure illustrates the fundamental benefit of our ap-
proach, which involves the direct learning of region-word
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Context

Figure 3. Qualitative comparisons. The proposed method is compared with the two most competitive methods, TCL [5] and SimSeg [49],
on PASCAL VOC, PASCAL Context, and COCO Object datasets. Our method provides more precise object boundaries and effectively
localizes objects within images without misclassification, leading to more accurate segmentation.

alignments. Our model effectively establishes a strong con-
nection between object regions and word segments, allow-
ing a better understanding of how objects are represented
in images. Through this enhanced understanding, both seg-
mentation quality and localization capabilities can be im-
proved. As a result, our method provides more accurate
classification and more precise masks than other methods.

The SimSeg[49] model, which learns from image-text
alignments, occasionally assigns objects to the wrong
classes. On the other hand, TCL [5], which is based on
region-text alignment, produces coarser semantic masks.
Accordingly, these observed limitations are most likely a
result of the alignment-level discrepancy between the train
and test, which may lead to suboptimal performance.

Visualization of image-text co-segmentation results.
Fig. 4 presents a visualization of the results obtained by
our model. We denote regions and word segments asso-
ciated with the different nouns in the corresponding colors.
It demonstrates that our method effectively segments ob-
ject regions within images based on various input nouns.
It simultaneously segments corresponding word segments
within the associated text, creating a harmonious alignment
between the object region and the word segment.

The region-word alignment plays a pivotal role in our
approach, serving as a supervisory signal for the model.
By taking advantage of this alignment, our model not only
performs visual localization but also captures correlations
within the language domain. It indicates that our trained
model possesses a more comprehensive understanding of
the segmentation task.

C. W. R. | VOC Context Object Stuff City ADE Avg.

54.4 27.6 327 225 250 166 298
56.2 29.2 329 233 275 170 310
56.1 29.3 326 236 290 173 313
v | 577 30.5 323 239 289 177 318

ANENEN
ANEN

Table 2. Ablation study. The baseline model is augmented with
the image-text co-decomposition method (C.), the word highlight-
ing prompt (W.), and the region highlighting prompt (R.), one at a
time. We report the mIoU values of the resultant models on the six
datasets and their averages.

4.4. Ablation Study

Contributions of individual components. The ablation
study in Tab. 2 assesses the contribution of the proposed
components, including the image-text co-decomposition
method, the word highlighting prompt, and the region high-
lighting prompt. Without the co-decomposition method,
our baseline model only trains the image segmenter, result-
ing in an average mloU of 29.8. Afterward, each proposed
component is added to the baseline model one at a time to
verify its contribution. As a result of adding the image-
text co-decomposition module alone, the average mloU has
been increased to 31.0. It suggests that the image-text co-
decomposition method can achieve region-word alignment
and enhance localization capability. The model is further
enhanced with the addition of word highlighting prompts
and image highlighting prompts, resulting in further per-
formance improvement. It demonstrates that the highlight-
ing prompt learning method enhances feature extraction and
strengthens alignment between regions and words.
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this was her hair... it was A black bear walks through

dense vegetation.

an ostrich egg laying
on the grass

2 large dogs posing on the Airl's hand holding fresh
beach at sunset

An old book lying open.

beautiful, as you will see white flowers

an [SSERIGH BEE VIR l--posmgonthe ABMl's --fresh
onthe- a wh|te

A black - walks through

dense [EEEEAGON-

this was her - it was

-, as you will see

An old - lying -

Figure 4. Visualization of the results of our image-text co-decomposition method. The first two rows display text and images, rep-
resenting input image-text pairs. In each text, nouns are underlined with different colors. Our method uses these nouns as queries for
performing image-text co-decomposition. Using our image-text co-decomposition method, the last two rows depict the method’s output,

where regions and word segments associated with different nouns appear in corresponding colors.

Mt | 005 01 025 05 075 10

Avg.‘30.6 31.2 317 318 315 308

Table 3. Sensitivity analysis on the hyperparameter \ya. By
varying An, we examine the corresponding average mloU values
of all six datasets.

Hyperparameter sensitivity analysis. Tab. 3 investi-
gates the impact of the loss weight for the highlighted
region-word pair contrastive loss, denoted as Ay in Eq. (8).
We observe that, when we apply the highlighted region-
word pair contrastive loss in our training phase, the perfor-
mance consistently outperforms our baseline model. The
method is robust to the parameter to some degree as it
achieves reasonable performance for a wide range of val-
ues. When Ay is set to 0.5, our model achieves a peak score
of 31.8. It is evident from these results that the image-text
co-decomposition method is superior to the image-text de-
composition method for achieving region-word alignment.

Effectiveness of jointly decomposing text. We validate
the effectiveness of decomposing text by assessing the
performance enhancement achieved by generating word
masks, as opposed to simply using extracted nouns. This
experiment is conducted by modifying the calculation of
L1 Instead of using word segment embeddings as men-
tioned in Sec. 3.4, we opt to compute the similarity matrix
S using region embeddings with the embeddings of indi-
vidual nouns. The average mloU across all benchmarks is

30.2%, which is below our method’s 31.8%. This indicates
the benefits of using word segments encompassing extra
words associated with each noun. The contextual informa-
tion encoded in these additional words can serve as valuable
supervisory signals, thereby improving performance.

5. Conclusions

We propose Image-Text Co-Decomposition (CoDe) to ad-
dress cross-domain alignment discrepancies in the existing
methods for text-supervised semantic segmentation. First,
our method decomposes image-text pairs into correspond-
ing regions and word segments to enforce the region-word
alignment. CoDe, underpinned by contrastive learning, al-
leviates the train-test discrepancy by unifying image-text
and region-text alignments to region-word alignment. Then,
we introduce a region-highlighting prompt learning method
to enhance feature extraction on masked images or texts for
precise region-word alignment. Moreover, CoDe surpasses
state-of-the-art methods in zero-shot semantic segmentation
across six benchmark datasets. This novel approach opens
new possibilities for research in vision-language models
and their broader applications in computer vision.
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