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Abstract

Object detection with event cameras benefits from the
sensor’s low latency and high dynamic range. However,
it is costly to fully label event streams for supervised train-
ing due to their high temporal resolution. To reduce this
cost, we present LEOD, the first method for label-efficient
event-based detection. Our approach unifies weakly- and
semi-supervised object detection with a self-training mech-
anism. We first utilize a detector pre-trained on limited la-
bels to produce pseudo ground truth on unlabeled events.
Then, the detector is re-trained with both real and generated
labels. Leveraging the temporal consistency of events, we
run bi-directional inference and apply tracking-based post-
processing to enhance the quality of pseudo labels. To sta-
bilize training against label noise, we further design a soft
anchor assignment strategy. We introduce new experimental
protocols to evaluate the task of label-efficient event-based
detection on Gen1 and 1Mpx datasets. LEOD consistently
outperforms supervised baselines across various labeling
ratios. For example, on Gen1, it improves mAP by 8.6% and
7.8% for RVT-S trained with 1% and 2% labels. On 1Mpx,
RVT-S with 10% labels even surpasses its fully-supervised
counterpart using 100% labels. LEOD maintains its effec-
tiveness even when all labeled data are available, reach-
ing new state-of-the-art results. Finally, we show that our
method readily scales to improve larger detectors as well.
Code: https://github.com/Wuziyi616/LEOD.

1. Introduction
Object detection is key to scene understanding. It provides
a compact representation of raw sensor measurements as
semantically meaningful bounding boxes. Speed is cru-
cial in object detection, especially in safety-critical appli-
cations such as self-driving. Recently, event cameras have
gained significant interest in computer vision due to their
low latency, low energy consumption, and high dynamic
range [11]. Leveraging these benefits, event-based object
detectors [14, 16, 29, 42, 49, 76] have been developed to
complement conventional frame-based detectors. Despite
tremendous progress, much of their success heavily relies
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Figure 1. Detection performance of LEOD and baselines trained
only on labeled events or conducting naive self-training. Under the
weakly-supervised setting, our method consistently improves the
RVT-S detector [14] across all labeling ratios on the Gen1 dataset.

on large datasets that are manually annotated. However,
due to the high temporal resolution of event data, label-
ing objects at every timestamp is impractical. For example,
Gen1 dataset [8] provides object labels at lower than 4 Hz.
As a result, existing methods only train their models on la-
beled events, and discard the remaining unlabeled data. In
contrast, we view this task as a weakly-supervised learning
problem, which calls for detection methods that can lever-
age a mix of labeled and unlabeled events during training.

In this work, we address the challenge by proposing
a Label-efficient Event-based Object Detection (LEOD)
framework. We consider two settings characterized by lim-
ited labels: (i) weakly-supervised, where object bounding
boxes are sparsely labeled in all event streams, and (ii) semi-
supervised, where some event streams have object boxes
densely labeled while others remain fully unlabeled. Our
approach unifies the two settings through a self-training
paradigm. With limited labels, we first pre-train a detec-
tor and use it to generate pseudo annotations on unlabeled
events. Then, we re-train the detector on a combination of
real and pseudo labels. However, naı̈vely generated labels
contain noise, making their direct use suboptimal.

To obtain high-quality pseudo labels, we exploit the tem-
poral dimension of event data. Recent work [29] has shown
the importance of temporal information in event-based de-
tection using recurrent modules [52]. Additionally, offline
label generation enables us to further refine predictions with
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future information. To achieve this, we first introduce time-
flip augmentation to events during training. As a result, we
can ensemble model predictions on the original and reverse
event streams via Test-Time Augmentation (TTA), leading
to higher detection recall. In addition, we leverage tracking-
based post-processing to eliminate temporally inconsistent
objects, enhancing the precision of pseudo labels. Finally,
we filter out low-confidence boxes with a score threshold.

A key challenge here is how to select a proper threshold.
Instead of searching for the optimal value, we first filter with
a low threshold to avoid missing objects. This inevitably in-
troduces many false positives, which we address with a soft
anchor assignment strategy in training. When computing
the detection loss, we set another higher threshold and only
treat pseudo boxes above that threshold as positive labels.
For boxes with a lower detection score, we ignore the loss
applied to their associated anchors. This strategy ensures
that the model is only supervised with reliable background
and foreground labels, while being tolerant to noisy labels.
Ablation studies show that our method is insensitive to the
two threshold values, easing the hyper-parameter tuning.

To test our method, we design new protocols for label-
efficient event-based detection on Gen1 [8] and 1Mpx [42]
datasets. For weakly-supervised object detection (WSOD),
we uniformly sub-sample the labels over time to simu-
late sparse annotations. For semi-supervised object de-
tection (SSOD), we directly choose some event sequences
as fully unlabeled. Following 2D SSOD evaluation proto-
cols [55, 65], we also have a fully labeled setting, where we
show that pseudo labels can complement ground-truths.

In summary, this work makes four main contributions:
(i) We introduce the task of label-efficient object detection
to event vision, and design its experimental protocols. (ii)
We propose LEOD, a unified framework for training event-
based detectors with limited annotations. (iii) LEOD con-
sistently outperforms baselines in various settings on two
public detection datasets. (iv) Our method remains effec-
tive under the fully labeled setting and scales up to larger
detectors, achieving new state-of-the-art performance.

2. Related Work

Object Detection with Event Cameras. Existing event-
based detectors can be mainly categorized into two classes
depending on whether they utilize the asynchronous nature
of events. One line of work explores the sparsity of events,
and employs Graph Neural Networks (GNNs) [13, 36, 49]
or Spiking Neural Networks (SNNs) [7, 21, 70] for feature
extraction. However, these approaches struggle with prop-
agating information over long time horizons, which is cru-
cial for detecting objects from events. Moreover, special-
ized hardware is required to achieve theoretical speed-ups
of sparse networks, limiting their application in practice.

In another class of methods, events are converted to
dense frame-like representations, followed by conventional
networks for detection. Earlier works only consider event
frames aggregated from a short time interval [5, 20, 22, 31].
This discards long-horizon history and makes it hard to
detect objects under small relative motion as they trigger
very few events. Recent methods thus introduce recur-
rent modules [17, 52] to enhance the memory of the de-
tectors [14, 29, 42]. Further research focuses on better
backbones [9, 58], inference speed [16], and event repre-
sentations [76]. Because our primary goal is to study label-
efficient learning for event-based detectors, we adopt the
state-of-the-art approach RVT [14] as the base model.
Label-Efficient Learning in Event-based Vision. Due to a
lack of large labeled datasets, there have been several works
studying event-based algorithms with limited labels. Some
papers focus on bridging frame-based and event-based vi-
sion. They either reconstruct natural images from events to
apply traditional deep models [46, 47, 50, 56, 62], simu-
late events from videos to transfer the annotations [19, 39,
45, 75], or distill knowledge from trained frame-based mod-
els [18, 37, 57, 60, 67, 69]. However, these methods re-
quire either paired recordings of events and images or mas-
sive in-domain labeled images for training. Closer to ours
are methods that only use event data [6, 26, 63, 74]. They
conduct label-efficient learning on events with pre-trained
frame-based models or self-supervised losses. Yet, none of
them are designed for the detection task. Our work is the
first attempt at label-efficient event-based object detection.
Label-Efficient Learning in Other Fields. Self-training
based methods have been explored in tasks such as 2D im-
age classification [27, 54, 64], object detection [55, 65, 72],
and segmentation [1, 23, 41]. Our method is more related to
label-efficient learning on videos [38, 53, 66] and 3D point
cloud sequences [32, 44, 71] as these methods also exploit
the temporal information of input data. For example, [66]
utilizes optical flows to propagate single-frame labels to ad-
jacent video frames. [44] and [32] train a teacher model
on dense point clouds aggregated from a few timesteps. In
contrast, we leverage a much longer temporal horizon by
running the detector on the entire event stream in both direc-
tions. [71] also employs tracking-based post-processing to
remove inconsistent boxes. We additionally perform track-
ing in both directions as a forward-backward consistency
check, thus better leveraging the temporal information of
event data. To tackle the noisy pseudo labels, [65] proposes
to use the detection scores from the teacher model to weigh
the loss. Instead, we design a soft anchor assignment strat-
egy by ignoring the loss associated with unconfident boxes.

3. Method
This paper introduces a new task named label-efficient
event-based object detection (formulated in Sec. 3.1). Our
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algorithm adopts a two-stage self-training framework with
reliable label selection (Sec. 3.2), where we leverage the
temporal information of event data to obtain high-quality
pseudo labels and suppress noisy predictions (Sec. 3.3).

3.1. Problem Formulation

Events data. Event cameras record brightness changes, and
output a sequence of events E = {ei = (xi, yi, ti, pi)}.
Each event ei is parameterized by its pixel coordinate
(xi, yi), timestamp ti, and polarity pi ∈ {−1, 1}. Mod-
ern event cameras run at sub-milliseconds and can produce
millions of events per second [11].
Event-based Object Detection. As the object motion in
a scene is usually much slower than the event genera-
tion speed, event-based object detectors are only applied
and evaluated at a fixed time interval T [8, 42]. More
specifically, given an event stream E capturing a set of ob-
jects O = {oj}Mj=1, we aim at detecting the 2D bound-
ing boxes of them with the semantic labels, B = {bj =
(xj , yj , wj , hj , lj , tl)}Mj=1. Each bounding box bj is charac-
terized by the location of its top-left corner (xj , yj), width
wj , height hj , class label lj ∈ {1, 2, ..., C}, and timestamp
tj . Here, C denotes the number of classes.
Event-based Object Detectors. We take RVT [14] for ex-
ample as it serves as our base model. RVT is a synchronous
detector that converts events in every time window ∆t to a
grid-like representation I . In the remaining part of the pa-
per, we call I a frame and every ∆t a timestep. RVT com-
bines a Vision Transformer backbone [58] with a YOLOX
detection head [12]. To extract temporal features, RVT in-
troduces LSTM [17] cells in the backbone to fuse informa-
tion over multiple timesteps. This is useful for detecting
slow-moving objects as they only generate a few events.
The YOLOX detection head in RVT is anchor-free, i.e.,
for each location on the feature map (anchor point), it pre-
dicts an objectness score pobj ∈ [0, 1], per-class IoU val-
ues piou ∈ RC , and offsets of the bounding box parameters
∆b = (∆x,∆y,∆w,∆h). The piou is trained to output
the IoU value between the predicted box and the matched
ground-truth box of that class. To obtain the final predic-
tion, Non-Maximum Suppression (NMS) is applied to re-
move overlapping bounding boxes with low confidence.

During training, each ground-truth bounding box is
matched to several anchor points for loss computation. Be-
low we will denote anchor points as anchors for simplicity.
Anchors matched with ground-truth are foreground, where
all predicted values are supervised. For the remaining back-
ground anchors, only pobj is trained to be 0.
Label-Efficient Event-based Object Detection. Fig. 2
shows our proposed detection settings with limited labels.
Weakly-supervised object detection (WSOD). In the WSOD
setting, all event streams are sparsely labeled. Moreover,
labels assigned to adjacent frames offer fewer informa-
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Figure 2. Illustration of two label-efficient event-based ob-
ject detection settings: (a) weakly-supervised where all event
sequences are sparsely annotated, and (b) semi-supervised where
some event sequences are densely annotated, and others are fully
unlabeled. We visualize both positive and negative events in black.

tive training signals compared to those distributed across
frames [66]. Therefore, it is reasonable to label object boxes
in a long event sequence uniformly and sparsely.
Semi-supervised object detection (SSOD). In the SSOD set-
ting, some event sequences are densely labeled, while oth-
ers are fully unlabeled. This is also practical when peo-
ple continue to collect data into already annotated datasets.
Since capturing event sequences is much easier than label-
ing them, an algorithm that can consistently improve model
performance with raw events is highly useful.

To evaluate the label-efficient learning performance, we
take existing event-based object detection datasets [8, 42]
and sample a small portion of frames (WSOD) or sequences
(SSOD) as labeled data. The rest of the training data are
used as an unlabeled set following previous works [33, 55,
65]. We also have a fully labeled setting where all labels are
available. Since the original event streams are annotated at
a larger time interval than ∆t, we can still create pseudo
labels on unlabeled timesteps to improve the performance.
See Appendix D for further discussions on the two settings.

3.2. LEOD: A Self-Training Framework

As shown in Fig. 3, the overall pipeline of LEOD follows
a student-teacher pseudo-labeling paradigm, which is appli-
cable to both, the WSOD and the SSOD settings. We first
pre-train a detector on labeled data using regular detection
loss until convergence. Then, we employ it to annotate unla-
beled frames. To leverage the benefit of offline prediction,
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Figure 3. Overview of our LEOD pipeline. 0⃝ We first pre-train an event-based object detector on event streams with limited labels. 1⃝ To
leverage the temporal information, we apply time-flip Test-Time Augmentation (TTA) to unlabeled event streams and ensemble the model
predictions. 2⃝ We then apply forward and backward tracking to identify temporally inconsistent bounding boxes, i.e., boxes associated
with short tracks. 3⃝ To handle noisy labels, a soft anchor assignment strategy is designed to ignore detection loss on unconfident pseudo
labels (red boxes). 4⃝ We can boost the model performance by self-training on reliable pseudo labels (blue boxes) and repeating 1⃝ – 4⃝.

we apply temporal flip to get event streams in both direc-
tions, and aggregate the detection results on them. Since the
teacher model is trained on limited data, it will be uncertain
on hard examples. We thus threshold the boxes with a small
value to keep more detected objects. To remove false pos-
itive boxes, we build upon the temporal persistency prior
of objects and apply tracking-based post-processing. How-
ever, there might still be inaccurate labels due to the low
confidence threshold we use, and directly training the de-
tector on them will lead to suboptimal results. Inspired by
prior works on noise-robust learning [28, 61], we design a
soft anchor assignment strategy to selectively supervise the
model with pseudo labels. Finally, we can use the re-trained
detector as the teacher model to initialize the next round
of self-training. The described process can be repeated for
multiple rounds to further boost the model performance.
Comparison to online pseudo-labeling. In previous label-
efficient object detection works [33, 59, 65, 68], the teacher
model is jointly trained with a student model. In each train-
ing step, the teacher predicts bounding boxes on unlabeled
data in a batch for student training. This online paradigm is
also applicable to our setting. However, the teacher model
will only see short event streams loaded in a batch. For ex-
ample, on Gen1 [8], our training sequence length accounts
for a duration of 1 second, while a car can stop for more than
10 seconds in real-world traffic and thus trigger no events.
Pseudo-labeling on short event streams will inevitably miss
these objects. Therefore, we adopt our two-stage offline la-
bel generation paradigm to retain full temporal information.

3.3. Towards High-Quality Pseudo Labeling

In this section, we introduce each key component in our
LEOD framework to achieve high-quality pseudo labels.
Test-Time Augmentation (TTA). When deployed in the
real world, event-based detectors are expected to run in real-
time, i.e., they only take in events triggered before t to de-

Forward

Backward

Figure 4. Illustration of the time-flip TTA which enhances our
robustness against different object motions. Forward helps detect
receding objects, while Backward helps with approaching objects.

tect objects at t. Instead, in our offline label generation pro-
cess, we can use future information to refine predictions at
the current timestep. As shown in Fig. 4, we run the detector
on both the original and reversed event streams, enabling us
to detect objects with different movements. We also apply
a horizontal-flip TTA to further improve the detection.

Filtering and Tracking. TTA helps us detect more objects
(higher recall), yet it also leads to false positives (lower pre-
cision). Previous works simply use a threshold to filter out
boxes with low confidence [59, 65]. However, as shown in
Fig. 5 (a) and (b), there is a trade-off between precision and
recall, making it hard to find the optimal threshold. We opt
to first filter with a low threshold τhard to avoid missing ob-
jects, followed by tracking-based post-processing to remove
temporally inconsistent boxes. We follow the tracking-by-
detection paradigm [2] to build tracks by linking detection
boxes between frames. Each box b will be associated with
a track sk = {(b, vx, vy)t, k, n, q}, where (vx, vy) is the
estimated velocity under a linear motion assumption, k is
the ID, n is its length so far, and q ∈ [0, 1] is the current
score. In the first frame, we initialize each box as a track.
For every coming frame, we first predict the positions of
existing tracks and associate them with boxes at that frame
via greedy matching over pairwise IoUs. Then, we decay
the score q of unmatched tracks and initialize unmatched
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Figure 5. Analysis on confidence thresholds. We randomly sample 10,000 predicted boxes from RVT-S pre-trained on 5% of Gen1 labels.
We plot the pseudo labels’ precision and recall of (a) cars and (b) pedestrians. In (c) and (d), we show each box’s predicted confidence
scores and its true IoU with ground-truth boxes. τhard is the threshold for initial filtering, and τsoft is used in soft anchor assignment.

boxes as new tracks. Finally, tracks with low scores will be
deleted. See Appendix A.1 for implementation details.

Similar to TTA, we apply tracking in both directions, and
only remove a box if the length of its associated track is
shorter than a threshold, Ttrk, in both cases. However, pre-
dictions on hard examples may also be inconsistent, as the
pre-trained model has limited capacity. Instead of suppress-
ing removed boxes as background, we ignore them during
loss computation as will be described later. Also, for long
tracks, we inpaint boxes with linear motion at unmatched
timesteps and ignore training losses on them too.
Soft Anchor Assignment and Re-training. We can now
re-train a detector on the ground-truth labels and the pseudo
labels with the original detection loss. However, as shown
in Fig. 5 (c) and (d), there are still low-quality boxes after
post-processing. To handle noisy labels, we utilize a soft an-
chor assignment strategy to selectively supervise the model
training. We first identify a set of uncertain labels including
boxes belonging to short tracks, inpainted from long tracks,
and those with detection scores lower than a threshold τsoft.
Then, at each training step, we ignore the loss applied to an-
chors associated with these uncertain boxes, i.e., we do not
supervise those anchors and allow them to discover new in-
stances. This design is inspired by the anchor assignment in
anchor-based detectors [30, 48], where two thresholds are
used to determine foreground or background anchor boxes,
and the anchors in between are ignored in loss computation.
As we will show in ablation studies, soft anchor assignment
makes our method less sensitive to hyper-parameters.

Despite training on noisy labels, the model learns to re-
fine the labels and detect new objects. Thus, we do an addi-
tional round of self-training to further improve the results.

4. Experiments
Sec. 4.2 shows that LEOD outperforms baselines signifi-
cantly in the low-label regime. In the fully labeled setting,
we surpass previous state-of-the-art (Sec. 4.3). Our abla-
tions show the contribution of each component in Sec. 4.4.

4.1. Experimental Setup

Datasets. We adopt Gen1 [8] and 1Mpx [42] datasets that
feature various driving scenarios. Gen1 consists of 39 hours

of recordings with a 304×240 resolution event camera [43].
It provides bounding box annotations of cars and pedes-
trians at 1, 2, or 4 Hz. 1Mpx is recorded with a higher
720×1280 resolution event camera [10]. It contains around
15 hours of data collected over several months at day and
night, and provides labels for cars, pedestrians, and two-
wheelers at 30 or 60 Hz. Following previous works [14, 29],
we remove ground-truth boxes that are too small during
evaluation on both datasets, and half the events’ resolution
to 360×640 on 1Mpx.
Evaluation Protocol. Mean average precision (mAP) is
adopted as the main performance metric. We choose 1%,
2%, 5%, and 10% as the labeling ratio following prior
works [55, 65]. In the weakly-supervised object detec-
tion (WSOD) setting, labels in all event streams are uni-
formly sub-sampled. In the semi-supervised object de-
tection (SSOD) setting, we keep a small portion of event
streams unchanged, while setting other event sequences as
fully unlabeled. For the same labeling ratio, the amounts of
available labels in WSOD and SSOD are roughly the same.
Finally, all labels are provided in the fully labeled setting.
Detector Training Details. We adopt the state-of-the-art
event-based detector RVT [14] as our base model. Due to
limited computation resources, we mainly experiment with
RVT-S, while we show that LEOD also scales to the largest
RVT-B variant in Sec. 4.4. Most of the configurations are
the same as we build upon their open-source codebase. Here
we only highlight our modifications. In order to apply the
time-flip TTA, we train with an additional time-flip data
augmentation. When re-training on pseudo labels, we ini-
tialize RVT from scratch and use the Adam optimizer [24]
with a peak learning rate of 5× 10−4 to train for 150k iter-
ations. Please refer to Appendix A.2 for more details.
Pseudo-Labeling Details. Inspired by prior works [51, 59],
we set different thresholds for each category. To simplify
parameter tuning, we follow two rules: (i) pedestrians and
two-wheelers share the same values, which are half of cars’
values, (ii) for cars, the soft threshold τsoft equals to the
hard threshold τhard + 0.1, while for pedestrians and two-
wheelers, we use τsoft = τhard + 0.05. In both settings and
both datasets, we choose the same set of hyper-parameters:
τhard = 0.6 for cars and τhard = 0.3 for pedestrians. Only in
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(a) Gen1 weakly-supervised object detection (WSOD) results
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(b) 1Mpx weakly-supervised object detection (WSOD) results

1% 2% 5% 10%
Ratio of Labeled Data Used (%)

15

20

25

30

35

40

De
t m

AP
 (%

)

15.8

22.4

29.8

35.1

18.6

26.2

34.9

38.3

20.1

27.4

35.5

38.6

23.8

31.0

38.0

40.7Supervised Baseline
Soft Teacher
Vanilla Self-Training
LEOD (Ours)

(c) Gen1 semi-supervised object detection (SSOD) results
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(d) 1Mpx semi-supervised object detection (SSOD) results

Figure 6. Results on label-efficient learning using different ratios of labeled data. We compare LEOD with baselines on Gen1 and 1Mpx
datasets under WSOD and SSOD using the RVT-S detector. All results are averaged over three runs.

1Mpx WSOD, we set τhard = 0.5 for pedestrians and two-
wheelers to handle excessive false positives. The minimum
track length Ttrk is set to 6 in all experiments.
Baselines. We compare with a Supervised Baseline trained
only on available labels. Since we are the first work to con-
sider this task, we design two other baselines: 1) Vanilla
Self-Training: trains on pseudo labels without TTA, track-
ing, and soft anchor assignment; 2) Soft Teacher: adopts
the online student-teacher paradigm from a representative
2D SSOD method [65]. We enable soft anchor assignment
in Soft Teacher, while TTA and tracking are not applicable
as the online event sequence length is too short. We tune
baselines’ hyper-parameters to be optimal in each setting.
We also tried a state-of-the-art 2D SSOD method designed
for anchor-free detectors [34] as YOLOX is anchor-free, but
we did not observe clear improvements over Soft Teacher.

4.2. Label-Efficient Results

We first compare our method with baselines in the low-
labeled data regime. The overall results are shown in Fig. 6.
WSOD. Fig. 6 (a) and (b) present the weakly-supervised
results. On Gen1, LEOD improves the mAP of Supervised
Baseline by a large margin across all labeling ratios. Using
10% labels, we achieve an mAP of 45.5%, which is only
1% lower than RVT-S trained on 100% labels. For pseudo-
labeling baselines, Vanilla Self-Training outperforms Soft
Teacher in most cases, validating our choice of offline la-

bel generation. In addition, LEOD consistently outperforms
them by more than 2%, indicating the higher quality of our
pseudo labels. We observe a similar trend on 1Mpx, where
our approach scores the highest mAP in all cases. Notably,
the two pseudo-labeling baselines perform worse than pre-
trained RVT-S on 5% and 10% labels, which proves the im-
portance of screening reliable labels. Finally, LEOD with
10% labels (44.6%) outperforms RVT-S trained on all la-
bels (44.1%), showing the great potential of unlabeled data.
SSOD. Fig. 6 (c) and (d) present the semi-supervised re-
sults. Using the same amount of labels, models trained
under SSOD are generally worse than WSOD. This indi-
cates that given a limited budget, we should sparsely label
as many event streams as possible instead of densely label-
ing a few sequences. Nevertheless, LEOD still outperforms
baselines by more than 2% mAP over all labeling ratios on
both datasets. Our results offer a promising direction of
boosting performance with fully unlabeled event data.
Qualitative Results. Fig. 7 visualizes some detection re-
sults of RVT-S trained with 10% labels under Gen1 WSOD
setting. The supervised baseline can only detect objects that
trigger lots of events due to its limited capacity. Models us-
ing vanilla self-training detect more objects, but also pro-
duce numerous false positives. With our pseudo-labeling
pipeline, LEOD trained models are able to handle various
hard examples. For example, it discovers a car that was ini-
tially missed in the ground-truth annotation in Fig. 7 (d).
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Figure 7. Detection on Gen1. We show (a) a common driving scene, (b) cars with small relative movement thus few events, (c) crowded
pedestrians, and (d) LEOD discovers a missing object in ground-truth annotations due to the occlusion of a barrier gate. Car and pedestrian
boxes are colored in blue and orange, respectively. Pre-trained and Self-Training stand for Supervised Baseline and Vanilla Self-Training.

4.3. Fully-Labeled Results

Since the original labeling frequency on both datasets is
lower than the frame rate of RVT-S (20 Hz), we can still
create pseudo labels on unlabeled frames to improve the
fully supervised model performance. We compare with
state-of-the-art event-based object detectors trained on all
labeled data in Tab. 1. LEOD improves over RVT-S by 2.2%
and 2.6% on Gen1 and 1Mpx, respectively. On Gen1, our
method achieves new state-of-the-art among models not us-
ing pre-trained weights. This indicates that LEOD is consis-
tently effective even with 100% labels. In terms of runtime
and model size, since our approach does not introduce new
modules to the base model, we are as efficient as RVT-S.

4.4. Ablation Studies

Larger Base Model. We evaluate our label-efficient learn-
ing framework on a stronger event-based detector RVT-B,
which uses a larger ViT backbone compared to RVT-S.
Tab. 2 presents the result in the Gen1 WSOD setting. With
more parameters, RVT-B pre-trained on limited labels al-
ready outperforms RVT-S. Still, LEOD is able to improve
the detection result by a sizeable margin across all labeling
ratios. With 100% labels, our method achieves an mAP of
50.2%, which is competitive with ERGO-12 using a large-
scale pre-trained Swin Transformer V2 backbone [35]. No-

Method Gen1 1Mpx
Size (M)

mAP (%) Time (ms) mAP (%) Time (ms)

RED [42] 40.0 16.7 43.0 39.3 24.1
ASTMNet [29] 46.7 35.6 48.3 72.3 > 100
HMNet-L3 [16] 47.1 7.9∗ - - 33.2
RVT-B 47.2 10.2 47.4 11.9 18.5

RVT-S 46.5 9.5 44.1 10.1 9.9
LEOD-RVT-S 48.7 9.5 46.7 10.1 9.9

ERGO-12 [76] 50.4 77.2 40.6 101.1 59.6

Table 1. Detection results using all available labels. Baseline
runtimes and model sizes are obtained from [14]. For HMNet, we
use the best-performing L3 variant. ∗ Its runtime is computed us-
ing a V100 GPU, while T4 GPUs which are slower than V100 are
used in the other cases. ERGO is grayed as it is the only method
using pre-trained models (Swin Transformer V2 [35]).

tably, LEOD brings larger absolute improvements on RVT-
B compared to RVT-S, proving that our framework steadily
scales up to enhance larger and stronger detectors.
Effect of Each Component. Fig. 8 shows the model per-
formance with different components on Gen1 and 1Mpx.
TTA significantly improves the mAP as it increases the re-
call in the generated pseudo labels using future information.
Leveraging the temporal persistency of objects, tracking-
based post-processing leads to a further gain. Finally, with
soft anchor assignment, only reliable foreground and back-
ground labels are selected, easing the model training.
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Figure 8. Ablation study of each component in LEOD. We report the WSOD result with RVT-S as the base detector on both datasets.
Starting from Vanilla Self-Training, we gradually add TTA, tracking-based post-processing, and soft anchor assignment.

Method 1% 2% 5% 10% 100%

RVT-S 30.8 34.4 37.9 40.8 46.5
LEOD-RVT-S 39.4 42.2 43.8 45.6 48.7

Absolute Improvement +8.6 +7.8 +5.9 +4.8 +2.2

RVT-B 31.6 34.8 38.3 41.0 47.6∗

LEOD-RVT-B 40.0 42.9 45.3 46.6 50.2

Absolute Improvement +8.4 +8.1 +7.0 +5.6 +2.6

Table 2. Gen1 WSOD mAPs (%) with two RVT variants. ∗ our
reproduced RVT-B using 100% labels result is better than [14].

Rounds 1% 2% 5% 10% 100% P. (1%) P. (2%) P. (5%) P. (10%)

1 38.1 41.1 43.1 45.3 48.5 0.65 0.69 0.74 0.79
2 39.4 42.2 43.8 45.6 48.7 0.72 0.75 0.77 0.81
3 39.5 42.2 43.6 45.4 48.6 0.72 0.74 0.74 0.76

Table 3. Number of self-training rounds used in LEOD. We
report the mAP (%) result in Gen1 WSOD using RVT-S. We also
compute the precision (P.) of pseudo labels that are used to train
the models on that row, which is a good indicator for stop training.

Self-Training Rounds. Tab. 3 left presents the results of
multi-round self-training. Detectors after the first round of
self-training are significantly better than pre-trained mod-
els, and thus generate higher quality pseudo labels. There-
fore, a second round of training leads to consistent gains.
However, due to error accumulations, a third round of train-
ing may result in worse models. To determine when to stop
training, we empirically find that the precision of pseudo la-
bels serves as a good indicator. In Tab. 3 right, we compute
the precision of predicted boxes on labeled frames (skipped
labels are not used to prevent information leakage). The
precision consistently improves after round 1, but starts to
decrease in some cases after round 2. Indeed, the mAP also
drops after training on those labels with lower precision.
Confidence Thresholds. We analyze the effects of hard and
soft thresholds (τhard, τsoft) in Tab. 4. Prior works [59, 65]
often use a high threshold of 0.9, while we observe clearly
lower mAPs when τhard > 0.7. With a lower τhard, we re-
tain most of the detected objects, and suppress noisy labels
with τsoft. LEOD achieves similar results using several sets
of hyper-parameters, showing our robustness to them. See
Appendix B for more analysis on the filtering thresholds.

(τhard, car, τsoft, car, τsoft, ped) 1% 2% 5% 10%

(0.5, 0.6, 0.3) 38.9 41.8 43.5 45.4
(0.6,0.7,0.35) 39.4 42.2 43.8 45.5
(0.6, 0.7, 0.4) 39.3 42.0 43.7 45.6
(0.6, 0.8, 0.4) 39.3 42.3 43.6 45.5
(0.7, 0.8, 0.4) 39.0 42.0 43.2 44.9
(0.8,−,−)∗ 38.4 41.4 42.7 44.2

Table 4. Ablation of hard and soft thresholds used in soft an-
chor assignment. We keep τhard, ped = τhard, car/2. Ped stands for
pedestrian. We report the mAP (%) result in Gen1 WSOD using
RVT-S. ∗ indicates not using soft anchor assignment.

5. Conclusion
We present LEOD, the first algorithm for label-efficient
event-based object detection. To leverage unlabeled data,
we adopt the self-training framework with reliable label se-
lection. Several techniques are introduced to improve la-
beling quality. Extensive experiments on Gen1 and 1Mpx
datasets showcase the superiority of our method over base-
lines in all the settings.
Limitations and Future Work. Following common prac-
tice, we only conduct intra-dataset experiments, i.e., train-
ing on data gathered using the same protocol. Recent
works [3, 25, 40] have shown that training large models over
multiple datasets leads to excellent performance and gener-
alization. Since LEOD benefits from unlabeled data, we can
also train it jointly on more datasets that involve real-world
multi-object event sequences [4, 15, 73]. We discuss some
failure cases of our pseudo-labeling method in Appendix C.
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