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Abstract

Oriented object detection has witnessed significant
progress in recent years. However, the impressive perfor-
mance of oriented object detectors is at the huge cost of
labor-intensive annotations, and deteriorates once the an-
notated data becomes limited. Semi-supervised learning, in
which sufficient unannotated data are utilized to enhance the
base detector, is a promising method to address the annota-
tion deficiency problem. Motivated by weakly supervised
learning, we introduce annotation-efficient point annota-
tions for unannotated images and propose a weakly semi-
supervised method for oriented object detection to balance
the detection performance and annotation cost. Specifically,
we propose a Rotation-Modulated Relational Graph Match-
ing method to match relations of proposals centered on an-
notated points between the teacher and student models to
alleviate the ambiguity of point annotations in depicting the
oriented object. In addition, we further propose a Rela-
tional Rank Distribution Matching method to align the rank
distribution on classification and regression between differ-
ent models. Finally, to handle the difficult annotated points
that both models are confused about, we introduce weakly
supervised learning to impose positive signals for difficult
point-induced clusters to the base model, and focus the base
model on the occupancy between the predictions and an-
notated points. We perform extensive experiments on chal-
lenging datasets to demonstrate the effectiveness of our pro-
posed weakly semi-supervised method in leveraging point-
annotated data for significant performance improvement.

1. Introduction
Oriented object detection, which aims at locating objects
with the orientation property and identifying the corre-
sponding categories, has achieved significant progress with
the advance of deep learning and generic object detection.

∗Corresponding author.

(a) Challenges related to point annotations.

(b) Relational matching to align the relations of proposals centered around
the annotated points between different models under augmented views.

Figure 1. Due to the ambiguity of the point annotations, the direct
prediction consistency on annotated points is unsatisfactory. Our
proposed relational matching method focuses the base model on the
spatial and semantic information centered on the annotated points,
thus alleviating the ambiguity of the point annotations in depicting
the oriented objects.

However, the impressive performance of well-designed ori-
ented object detectors depends on the availability of massive
annotated data, which is costly in terms of both time and hu-
man resources. To alleviate the annotation burden, weakly
supervised learning [5, 10, 11, 17], in which box annotations
are replaced by image-level or point-level annotations, and
semi-supervised learning [19, 23, 29], in which only lim-
ited images from the whole training dataset are annotated,
have been separately studied in the field of generic object
detection and oriented object detection. However, the prob-
lems of ambiguous supervision in weakly supervised learn-
ing and limited full supervision in semi-supervised learning
result in unsatisfactory performance compared to their fully-
supervised counterparts. To balance the annotation bur-
den and detection performance, we resort to weakly semi-
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supervised learning on oriented object detection, in which
limited annotated images and a large number of unannotated
images with weak annotations are utilized to achieve compa-
rable performance with their fully-annotated counterparts.

To alleviate the problem of missing annotation in the
unannotated images, we introduce point annotations, which
indicate the coarse locations of oriented objects, with cate-
gorical information as weak supervision for the unannotated
data. As is common in semi-supervised object detection
methods, we construct a teacher-student framework [36] for
weakly semi-supervised oriented object detection, in which
annotated images with manual annotations and unannotated
images with pseudo annotations generated from the teacher
model are utilized to enhance the student model. Orienta-
tion is a fundamental property in characterizing an oriented
object, and the requirement of orientation estimation repre-
sents a more challenging problem compared to generic ob-
ject detection, especially when the annotated data with ac-
curate angular annotations is limited in the semi-supervised
setting. Inspired by H2RBox [46], the consistency of pre-
dictions under different views facilitates the orientation es-
timation of oriented objects when weak annotations of cir-
cumscribed horizontal bounding boxes are provided. How-
ever, due to the ambiguity of point annotations in depict-
ing the precise locations of oriented objects, the prediction
consistency induced by only the point annotations is not
enough to capture precise spatial and semantic information
about oriented objects. As shown in Fig. 1a, each anno-
tated point is orientation-agnostic, location-ambiguous, and
scale-unconstrained, which leads to the difficulty in uniquely
determining the only oriented box for each oriented object.

To address the ambiguity problem associated with the
point annotations, we resort to matching the relations cen-
tered on the annotated points between the teacher and stu-
dent models under different views. Specifically, we propose
to set up the relational graphs over annotated points, with
the features of the proposals centered on annotated points
as vertices and the affinities between vertices as edges. The
proposals centered on annotated points pinpoint the core re-
gions that the base model mainly focuses on. Therefore,
the relational graph with relational knowledge between pro-
posals encodes context information around the annotated
points. We match the relational graphs between different
models and force the student model to follow the context
recognition of the teacher model. We perform the relational
graph matching weighted by the modulated orientation dif-
ference to focus the matching process on the relations be-
tween predictions with significant deviations on orientation
estimation of different models. In addition, we propose a
Relational Rank Distribution Matching method to align rank
distributions on classification and regression between the
teacher and student models. Finally, we introduce weakly
supervised learning on the difficult points that both models

are confused about. We perform alignment between aggre-
gated categorical predictions of clusters and the categories
associated with the related annotated points. We also force
the regression outputs of the base model to enclose the re-
lated annotated points while excluding all neighboring anno-
tated points, which enhances the discrimination of the base
model on densely distributed objects in the aerial scenes.

We evaluate our proposed method on several challeng-
ing benchmarks, and achieve a significant performance gain
over the baseline model. In particular, our proposed method
outperforms the weakly semi-supervised method, Group R-
CNN [50], under all semi-supervised settings.

We summarize our contributions as follows:
• We propose a weakly semi-supervised method for ori-

ented object detection, in which sufficient images with
point annotations are utilized to enhance the base model.

• To address the ambiguity problem from point annota-
tions, we propose a Rotation-Modulated Relational Graph
Matching method to align the contextual relations cen-
tered on the annotated points between different models.

• We propose a Relational Rank Distribution Matching
method to further focus the base model on the relations
between predictions from the annotated points by aligning
rank distributions on both classification and regression.

• We introduce weakly supervised learning on difficult an-
notated points with inaccurate classification and regres-
sion outputs from both models.

• With readily available point annotations, our proposed
weakly semi-supervised method contributes to significant
performance gains on multiple challenging datasets.

2. Related Work
2.1. Oriented Object Detection

Oriented object detection, extended from generic object de-
tection, aims to detect objects with the orientation property,
and has achieved significant progress with the rapid devel-
opment of deep learning based object detection. Ding et al.
[8] extended the R-CNN [34] based framework with an ad-
ditional head for angular prediction. Han et al. [15] alle-
viated the misalignment between axis-aligned features and
arbitrary oriented objects through the proposed alignment
convolution. Qian et al. [32] alleviated the boundary dis-
continuity problem based on the proposed modulated rota-
tion loss. Yang and Yan [40] treated angular prediction as
a classification task for precise rotation prediction of ori-
ented objects. Yang et al. [42] further proposed a densely
coded label representation for classification-based angular
prediction. Pu et al. [31] rotated the convolution kernels to
accommodate the orientation variations of oriented objects.
SCRDet [41] and SCRDet++ [45] are devised to recognize
rotated objects with small scales. Gaussian-based methods
[43, 44, 47, 48] can alleviate the problems caused by differ-
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ent definitions of oriented objects. Xu et al. [39] performed
oriented object detection on the quadrilateral-based repre-
sentation of oriented objects. In addition, some methods
[14, 18, 25] represented oriented objects as point-sets, and
constructed convex hulls for oriented object detection.
2.2. Semi-Supervised Object Detection

Semi-supervised learning, in which limited fully-annotated
data and plenty of unannotated data are utilized for improved
performance, is promising to solve the problem of annota-
tion deficiency in object detection. Zhou et al. [52] pro-
posed to generate pseudo annotations for unannotated data
through a teacher model with continuously updated parame-
ters. Tang et al. [35] further adopted soft labels as the train-
ing targets for the student model. Xu et al. [38] restricted
the model’s learning on backgrounds to alleviate the nega-
tive influence of false positives. Liu et al. [30] and Li et al.
[23] proposed to alleviate the imbalance problem under the
semi-supervised setting. Chen et al. [3] and Chen et al. [2]
proposed to alleviate the confirmation bias issue [1] caused
by noisy pseudo annotations. Scale variance is also one of
the main challenges in semi-supervised object detection, and
has been explored in recent works [13, 20, 29]. In addi-
tion to semi-supervised object detection with sparse predic-
tions, recent works [21, 28, 51] have adopted the dense pre-
dictions of the teacher model as the training target for the
student model. Point annotations, as weak supervision for
unannotated data, have also been explored to facilitate semi-
supervised object detection in recent works [4, 12, 49, 50].
Hua et al. [19] first achieved semi-supervised oriented ob-
ject detection through the proposed rotation-aware loss.

3. Method
3.1. Problem Definition

The objective of weakly semi-supervised oriented object de-
tection is to enhance the detection performance of the base
detector through training on limited fully-annotated images
𝑋𝑎 = {𝐼𝑎𝑖 , 𝑦

𝑎
𝑖 }

𝑁𝑎
𝑖=1 and a large number of weakly-annotated

images 𝑋𝑝 = {𝐼𝑝𝑖 , 𝑦
𝑝
𝑖 }

𝑁𝑝
𝑖=1, where 𝑦𝑎𝑖 is the annotation for

the fully-annotated image 𝐼𝑎𝑖 with oriented bounding box
and categorical information, and 𝑦𝑝𝑖 is the annotation for the
weakly-annotated image 𝐼𝑝𝑖 with point location and categor-
ical information. 𝑁𝑎 and 𝑁𝑝 denote the number of fully-
annotated images and point-annotated images, respectively.
With point-annotated images, we can achieve a reasonable
balance of the detection performance on oriented object de-
tection and annotation burden on a large number of images.
3.2. Overview

An overview of the proposed weakly semi-supervised
framework is shown in Fig. 2. With the inspiration of Mean

Teacher [36], we adopt the teacher-student framework, in
which a teacher model and a student model share the same
architecture but with different optimization. Specifically,
the teacher model is responsible for generating reliable
pseudo annotations for sufficient images with only point an-
notations. Along with limited fully-annotated images, these
pseudo-annotated images will be utilized to enhance the stu-
dent model by standard gradient descent, and the objective
to be optimized is as follows:

 = 𝑎(𝑋𝑎) + 𝜆𝑝𝑝(𝑋𝑝) + 𝜆𝑔𝑔(𝑋𝑝)+
𝜆𝑟𝑚𝑟𝑚(𝑋𝑝) + 𝜆𝑤𝑠𝑤𝑠(𝑋𝑝), (1)

where 𝑎(𝑋𝑎) and 𝑝(𝑋𝑝) is the supervision loss on fully-
annotated images and pseudo-supervision loss on unanno-
tated images respectively, both of which consist of clas-
sification and regression losses. 𝜆𝑝 is the weighting fac-
tor for the pseudo-supervision loss. 𝜆𝑔 , 𝜆𝑟𝑚 and 𝜆𝑤𝑠are utilized to control the contributions of the proposed
Rotation-Modulated Relational Graph Matching, Relational
Rank Distribution Matching, and weakly supervised learn-
ing methods on unannotated images, which will be detailed
in Sec. 3.3, Sec. 3.4, and Sec. 3.5, respectively. We set 𝜆𝑝,
𝜆𝑔 𝜆𝑟𝑚, and 𝜆𝑤𝑠 as 1.0, 0.1, 0.1, and 0.5 in all experiments.

After the optimization of the student model in each iter-
ation, the teacher model is updated from the progressively
updated student model by the exponential moving average
(EMA) with a smoothing factor of 0.999.
3.3. Rotation-Modulated Relational Graph Match-

ing

To enhance the perception of the base model on oriented ob-
jects, we propose a Rotation-Modulated Relational Graph
Matching method, in which the relational graphs over an-
notated points should be aligned between different models
under augmented views. Specifically, with the annotated
points as the centers, we first generate 𝑁𝑘 proposals on a
given anchor setting with different scales and aspect ratios,
and these proposals form a cluster for each annotated point.
We perform random rotation to generate two different views,
in which the unannotated images along with the proposals
centered on the annotated points are rotated. The unan-
notated images under two augmented views are fed to the
teacher model or the student model, respectively. As shown
in Fig. 1b, from the perspective of the augmented view, the
proposals are relatively static to the images and the related
points, and the relations between proposals inside each clus-
ter should be consistent regardless of any augmented views.

With rotated proposals, we extract the Rotated Region of
Interests (RRoIs) from the feature maps through RRoI Align
[8], and treat the RRoIs as vertices in the relational graph
of each cluster. We calculate the cosine similarity between
RRoIs as semantic relations to build the relational edges in
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Figure 2. An overview of the proposed weakly semi-supervised framework for oriented object detection. In this framework, Rotation-
Modulated Relational Graph Matching is proposed to match the relations of proposals centered on annotated points between the teacher
and student models under augmented views. In addition, Relational Rank Distribution Matching is proposed to further align the relations
of predictions over annotated points between different models by matching the rank distribution over classification and regression. We also
introduce weak supervised learning to handle the difficult points with inaccurate classification and regression outputs.

the relational graph as follows:

𝑬𝑹 =

{

𝑒𝑅𝑖𝑗

|

|

|

|

|

|

𝑣𝑅𝑖 𝑣
𝑅
𝑗

‖𝑣𝑅𝑖 ‖‖𝑣
𝑅
𝑗 ‖

}

, (2)

where 𝑒𝑅𝑖𝑗 denotes the relational edge between vertices 𝑣𝑅𝑖
and 𝑣𝑅𝑗 in the same cluster under the augmented view 𝑅, and
𝑬𝑹 is the edge matrix with 𝑒𝑅𝑖𝑗 as the element. We match the
relational graphs between different models as follows:

𝑔 = 1
𝑁𝑔

(𝜆𝑣𝑔
𝑣
𝑔 + 𝜆𝑒𝑔

𝑒
𝑔), (3)

where 𝑁𝑔 denotes the number of the relational graphs cor-
responding to annotated points. 𝑣

𝑔 and 𝑒
𝑔 are the matching

loss over vertices and edges, controlled by the weighting fac-
tors 𝜆𝑣𝑔 and 𝜆𝑒𝑔 , respectively. We set 𝜆𝑣𝑔 and 𝜆𝑒𝑔 to 1 by default.

The matching loss on vertices 𝑣
𝑔 facilitates the explicit

distribution alignment between the teacher and student mod-
els over the proposals’ features under different views. We
propose a rotation-modulated mean squared error to focus
the student model on the alignment of proposals with greater
deviations to the teacher model over orientation estimation,
which is as follows:

𝑣
𝑔 = 1

𝑁𝑘

∑𝑁𝑘
𝑖=1 𝑑𝑖𝑖 ⋅

(

𝑣𝑅𝑡
𝑖 − 𝑣𝑅𝑠

𝑖

)2

∑𝑁𝑘
𝑖=1 𝑑𝑖𝑖

(4)

where 𝑅𝑡 and 𝑅𝑠 denote the augmented views applied on
inputs to the teacher model and the student model, respec-

tively. 𝑑𝑖𝑖 is the modulated orientation difference as follows:

𝑑𝑖𝑖 = 𝑚𝑖𝑛
⎛

⎜

⎜

⎝

|

|

|

|

|

|

𝑎𝑅𝑡
𝑖 − 𝑎𝑅𝑠

𝑖
𝜋∕2

|

|

|

|

|

|

,

|

|

|

|

|

|

|

𝜋 − |

|

|

𝑎𝑅𝑡
𝑖 − 𝑎𝑅𝑠

𝑖
|

|

|

𝜋∕2

|

|

|

|

|

|

|

⎞

⎟

⎟

⎠

(5)

where 𝑎𝑖 denotes the angular predictions from different mod-
els over features of the proposals under augmented views.
The modulated orientation difference [33] can avoid the sud-
den changes of angular values in the boundary cases. It is
noted that the angle predictions, though evaluated on differ-
ent views, are relatively offset to the related rotated propos-
als under augmented views, and thus can be directly used for
the modulated orientation difference between both models.

In addition, we further propose the rotation-modulated
matching loss on edges 𝑒

𝑔 to facilitate the relational align-
ment between different models as follows:

𝑒
𝑔 = 1

𝑁2
𝑘

(

‖

‖

‖

(

𝑬𝑅𝑡 − 𝑬𝑅𝑠
)

⊙𝑫𝒂 ⊙𝑫𝒔
‖

‖

‖

2

2

)

(6)

where 𝑫𝒂 is a modulated matrix with modulated orienta-
tion difference 𝑑𝑖𝑗 , calculated as in Eq. 5, between the 𝑖-th
and 𝑗-th vertices as elements, and 𝑫𝒔 is a modulated ma-
trix with entries 𝑠𝑖𝑗 , the product of classification scores be-
tween the 𝑖-th and 𝑗-th vertices from the teacher and stu-
dent models. ⊙ denotes element-wise multiplication. Since
some outliers with low scores have a great orientation differ-
ence from any other predictions, we weight the matching by
𝑫𝒔 to focus the base model on the relational alignment be-
tween high-confidence proposals and limit the contribution
from the noisy predictions to the relational matching.
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The relational graph builds an implicit connection be-
tween clusters of proposals and the corresponding oriented
objects, and thus the matching of relational graphs between
different models can distill the insight of the teacher model
on inferring the oriented objects to the student model.
3.4. Relational Rank Distribution Matching

As a complement to Rotation-Modulated Relational Graph
Matching, we further propose a Relational Rank Distribu-
tion Matching method, in which we align the rank distribu-
tion of predictions from proposals in each cluster to facili-
tate the transfer of rich relation information from the teacher
model to the student model under different views.

For classification, we build the rank distributions over
logits of proposals inside each cluster as follows:

(𝑝𝑖, 𝑦𝑝) =
exp(𝑝𝑦

𝑝

𝑖 ∕𝑇 )
∑𝑁𝑘

𝑘=1 exp(𝑝
𝑦𝑝
𝑘 ∕𝑇 )

(7)

where 𝑝𝑖 denotes the logit of the 𝑖-th proposals over the total
categories, and 𝑦𝑝 is the category from the point related to
the 𝑖-th proposal. 𝑝𝑦

𝑝

𝑖 denotes the logit induced from the
category 𝑦𝑝. 𝑇 is the temperature factor, and set to 1 in all
experiments. We then propose to match the rank distribution
between the teacher model and the student model as follows:

𝑐𝑙𝑠
𝑟𝑚 = 1

𝑁𝑘

𝑁𝑘
∑

𝑖
−(𝑝𝑡𝑖, 𝑦

𝑝) log
(𝑝𝑠𝑖 , 𝑦

𝑝)
(𝑝𝑡𝑖, 𝑦𝑝)

(8)

where 𝑝𝑡𝑖 and 𝑝𝑠𝑖 are the logits from the teacher model and the
student model, respectively. Different from previous rank
matching based methods [21, 22, 26], our proposed rank
matching over classification focuses the base model on both
the relations between the positives, and between the posi-
tives and hard negatives in the same cluster, thus enhancing
the discrimination of the student model on hard negatives.

In addition, we further propose to match the rank distri-
bution on regression outputs, which can induce the student
model to achieve consistency of the predicted location, scale
and angular distributions with the teacher model. However,
a direct rank matching between different models on regres-
sion is not feasible, since there are no precise and shared
targets to encode the regression outputs into the analogous
rank distribution. To address this problem, we treat the re-
gression outputs of the teacher model as the pseudo targets,
and build pseudo rank distributions over the regression out-
puts of different models as follows:

(𝑟𝑏𝑖, 𝑟𝑏∗𝑗 , 𝑅
∗) = 𝑅𝐼𝑜𝑈 (rot(𝑟𝑏𝑖, 𝑅∗), 𝑟𝑏∗𝑗 ) (9)

where 𝑟𝑏𝑖 is the regression output of different models, and
𝑟𝑏∗𝑗 is the pseudo target from the teacher model. 𝑅∗ is the ro-
tational difference between augmented views applied on 𝑟𝑏𝑖

and 𝑟𝑏∗𝑗 , and rot is the rotation operation. 𝑅𝐼𝑜𝑈 is the ro-
tated intersection-over-union to evaluate the deviations be-
tween predicted oriented objects. Therefore, we propose a
pseudo rank matching to align the spatial consistency be-
tween the teacher and student models as follows:

𝑟𝑒𝑔
𝑟𝑚 = 1

𝑁2
𝑘

𝑁𝑘
∑

𝑗

𝑁𝑘
∑

𝑖
−𝜎(𝑝∗𝑗 )(𝑟𝑏𝑡𝑖, 𝑟𝑏

∗
𝑗 , 𝑅

∗
𝑡 ) log

(𝑟𝑏𝑠𝑖 , 𝑟𝑏
∗
𝑗 , 𝑅

∗
𝑠 )

(𝑟𝑏𝑡𝑖, 𝑟𝑏
∗
𝑗 , 𝑅

∗
𝑡 )(10)

where 𝜎 is the softmax operation to convert the pseudo tar-
gets’ logits 𝑝∗𝑗 to prediction scores, which are used to mea-
sure the quality of the corresponding pseudo targets. 𝑟𝑏𝑡𝑖 and
𝑟𝑏𝑠𝑖 are the regression outputs from the teacher model and the
student model, respectively. According to the definition of
𝑅∗, 𝑅∗

𝑡 and 𝑅∗
𝑠 equal to 0 and 𝑚𝑖𝑛

(

|

|

|

𝑅𝑡−𝑅𝑠
𝜋∕2

|

|

|

,
|

|

|

|

𝜋−|𝑅𝑡−𝑅𝑠|

𝜋∕2

|

|

|

|

)

,
respectively.

Different pseudo targets from the teacher model lead to
multiple pseudo rank distributions for both models. We treat
all pseudo rank distributions on a cluster between different
pseudo targets from the teacher model and different predic-
tions from both models as a whole, and concatenate them as
a matrix for further analysis. In this matrix, all elements in
the principal diagonal from the teacher model are 𝟏, while
those from the student model indicate the proposal-wise re-
gression deviation to the teacher model. The off-diagonal
elements in the matrix relate the spatial location between
the pseudo targets and the regression outputs of both mod-
els, thus encoding the regression outputs of both models into
comparable rank distributions. The pseudo rank matching,
seen as the alignment of the concatenated matrix, between
the teacher and student models can not only facilitate the
proposal-wise regression output consistency, but the spatial
relation consistency of proposals between both models.

With rank matching on classification and regression, we
obtain the loss function as follows:

𝑟𝑚 = 1
𝑁𝑔

(𝜆𝑐𝑙𝑠𝑟𝑚
𝑐𝑙𝑠
𝑟𝑚 + 𝜆𝑟𝑒𝑔𝑟𝑚 𝑟𝑒𝑔

𝑟𝑚 ) (11)

where 𝜆𝑐𝑙𝑠𝑟𝑚 and 𝜆𝑟𝑒𝑔𝑟𝑚 are the weighting factors for the corre-
sponding rank matching, which are both set to 1 by default.
3.5. Weakly Supervised Learning on Difficult An-

notated Points

While the recognition of the base model on positives and
relations between proposals in each cluster improves with
the proposed relational matching methods, there still ex-
ist difficult annotated points that are confusing for both the
teacher and student models: (1) The total number of propos-
als centered on these annotated points are underrated with
low scores by both models. (2) It is not desirable for the con-
fident regression outputs of both models to exclude the re-
lated annotated points or enclose the neighbor points, which
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Figure 3. Weakly supervised learning on difficult points with re-
gression predictions from both the teacher and student models in-
accurately occupying annotated points.

are common cases in between the densely packed objects.
The relation-based learning is not effective enough for these
annotated points, since both the teacher and student models
may not build a reasonable relational graph and rank distri-
bution. Therefore, we propose to impose weakly supervised
learning to handle the difficult annotated points.

To handle the points when all related proposals are under-
rated, we perform multi-instance learning (MIL) on the clus-
ters of these points to impose positive signals at the cluster-
level for the base model. Specifically, we treat the clusters,
with all elements’ classification scores lower than the thresh-
old 𝜏𝑚, as the low-quality bags, and average these scores to
generate bag-level scores. We then apply the cross-entropy
loss on the bag-level predictions and point-level categories.
By applying MIL on these points, the base model is forced
to carefully explore the positives in the related clusters.

We treat the predictions, with classification scores greater
than the threshold 𝜏𝑚 and with regression outputs enclos-
ing the neighbor points or excluding the related points from
both models, as the second difficult case. As shown in Fig.
3, we calculate distances between annotated points and the
four sides of the predicted boxes from the teacher model,
and extend or contract the closest side to enclose the related
points or exclude the neighbor points. We consider the re-
fined predictions as the regression targets for the outputs of
the student model, thus encouraging the student model to
find the predicted boxes that approach the related points or
depart from the neighbor points.

We obtain the loss function for weakly supervised learn-
ing as follows:

𝑤𝑠 = 𝜆𝑐𝑙𝑠𝑤𝑠
𝑐𝑙𝑠
𝑤𝑠 + 𝜆𝑟𝑒𝑔𝑤𝑠

𝑟𝑒𝑔
𝑤𝑠 (12)

where 𝑐𝑙𝑠
𝑤𝑠 denotes the bag-level cross entropy loss for

points with related proposals’ scores less than 𝜏𝑚, which is
set to 0.1, and 𝑟𝑒𝑔

𝑤𝑠 denotes the smooth-L1 loss between pre-
dicted boxes, with predicted scores greater than 𝜏𝑚 but with
inaccurate occupancy on annotated points, from the stu-
dent model and the refined predicted boxes from the teacher
model. It is noted that 𝑐𝑙𝑠

𝑤𝑠 is applied cluster-wise, while
𝑟𝑒𝑔
𝑤𝑠 is applied prediction-wise. 𝜆𝑐𝑙𝑠𝑤𝑠 and 𝜆𝑟𝑒𝑔𝑤𝑠 are the corre-

sponding weighting factors, with both set to 1 by default.

4. Experiments
4.1. Datasets and Evaluation Metric

Datasets. We evaluate our proposed method on DOTA [9]
and DIOR-R [7] datasets with the mean average precision
(mAP) as the evaluation metric.

DOTA [9] is one of the largest datasets for oriented object
detection. We implement the proposed method on DOTA-
v1.0 with 15 categories and DOTA-v1.5 with an extra cat-
egory. Both versions contain the same 2806 images, with
1/2, 1/6 and 1/3 of the images as the training set, the vali-
dation set, and the test set. We split the images into patches
with a scale of 1024 × 1024 and with a pixel overlap of 200
between adjacent patches.

DIOR-R [7] is a challenging dataset with objects in the
DIOR [24] dataset annotated with oriented bounding boxes.
DIOR-R includes 11725 images as the trainval set and 11738
images as the test set with a uniform scale of 800×800 cov-
ering 20 categories.

We consider two semi-supervised settings, partially-
annotated and fully-annotated, to evaluate the effectiveness
of the proposed method in the scenes when different ratios
of fully-annotated images are provided.
Partially-annotated. We follow [19] to sample different ra-
tios of the training set from DOTA or the trainval set from
DIOR-R as the annotated subset, with category distributions
similar to the fully-annotated dataset. The remaining images
are annotated with points randomly sampled inside the ori-
ented bounding boxes. The evaluation is performed on the
validation set of DOTA or the test set of DIOR-R.
Fully-annotated. We adopt the total fully-annotated im-
ages of the trainval set of DOTA as the annotated subset,
and adopt the trainval set of DOTA-v2.0 with 555 images as
the point-annotated subset. We evaluate the performance on
the test set through the online evaluation server.
4.2. Implementation Details

We adopt Faster R-CNN [34] as the base model, with
ResNet-50 [16] and FPN [27] as the backbone and neck re-
spectively, to build the teacher model and the student model
after warm-up on annotated images. With SGD as the opti-
mizer with a momentum of 0.9 and weight decay of 0.0001,
we train the model with an initial learning rate of 0.005 and
a batch size of 2, half of which are from either the annotated
subset or the point-annotated subset. We decay the initial
learning rate at 8 and 11 epochs, and stop the training at 12
epochs. We follow [19] to utilize an asymmetric data aug-
mentation strategy, with a strong augmentation for data fed
into the student model and a weak augmentation for data fed
into the teacher model. We perform all experiments on MM-
Rotate [53] without using the multi-scale strategy. During
inference, images without any annotations are fed into the
teacher model for evaluation.
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Methods Type DOTA-v1.0 DOTA-v1.5
5% 10% 20% 30% 50% Fully 5% 10% 20% 30% 50% Fully

FCOS⋄ [37] FS 35.14 43.85 53.89 59.59 63.83 71.28 32.61 42.78 50.81 54.79 58.40 64.42
Faster R-CNN∗ [34] FS 35.90 44.96 55.98 57.89 64.12 73.37 32.41 43.43 51.32 53.14 59.14 64.70
Dense Teacher⋄ [51] SS 40.09 47.95 55.95 61.88 65.06 72.81 33.48 46.90 53.93 57.86 60.83 65.69
Soft Teacher∗ [38] SS 44.11 50.29 58.43 60.24 64.33 74.00 37.02 48.46 54.89 57.83 61.25 65.10
SOOD⋄ [19] SS 42.04 48.92 56.55 62.04 65.46 72.81 35.18 48.63 55.58 59.23 60.79 65.25
Group R-CNN⋄ [50] WSS 51.24 57.58 62.78 65.92 66.07 73.10 33.99 51.99 58.20 59.01 60.76 65.58
Ours∗ WSS 53.85 59.69 64.48 67.04 68.02 74.56 46.29 53.27 59.10 60.17 61.92 66.13

Table 1. Performance comparison of mAP on DOTA-v1.0 and DOTA-v1.5 under the partially-annotated and fully-annotated settings. FS,
SS, and WSS denote training with annotated images, annotated images with unannotated images, and annotated images with point-annotated
images, respectively. ⋄ and ∗ denote the base detectors used in different methods, including rotated Faster R-CNN and rotated FCOS.

Methods Type DIOR-R
5% 10% 20% 30% 50%

FCOS⋄ [37] FS 36.99 44.10 51.50 54.00 58.69
Faster R-CNN∗ [34] FS 39.91 44.65 52.24 54.82 59.07
Dense Teacher⋄ [51] SS 46.35 50.41 55.91 57.20 60.51
Soft Teacher∗ [38] SS 42.20 52.84 53.88 57.39 59.40
SOOD⋄ [19] SS 40.60 44.46 51.97 54.34 58.91
Group R-CNN⋄ [50] WSS 48.33 53.63 56.71 58.24 59.34
Ours∗ WSS 50.76 54.69 57.53 58.80 61.72

Table 2. Performance comparison of mAP on DIOR-R under the
partially-annotated setting.

4.3. Main Results

We compare our proposed method with the competing meth-
ods with and without point annotations. We re-implement
these methods on oriented object detection under the same
semi-supervised settings for a fair comparison.
Partially-annotated. We first conduct a performance com-
parison between our proposed method and competing semi-
supervised methods on the DOTA and DIOR-R datasets un-
der the partially-annotated setting. The results are shown
in Tab. 1 and Tab. 2. When given different ratios of im-
ages annotated with box annotations, the proposed method
consistently surpasses competing semi-supervised methods
to a significant extent. In particular, our proposed method
outperforms Group R-CNN [50] under the same weakly
semi-supervised setting, demonstrating the effectiveness of
our proposed method in utilizing readily available point-
annotated images for improved oriented object detection. In
addition, given an ideal average annotation time of 7s [9]
or 0.8∼0.9s [6] to annotate a box or a point and average in-
stances of 67.10 [9] per image on DOTA-v1.0, our proposed
method trained on 20% of annotated data with about 107 an-
notation hours performs comparably to other settings trained
on 50% of annotated data with about 183 annotation hours,
confirming the effectiveness of our proposed method in bal-

Configs DOTA-v1.0 DOTA-v1.5
Baseline 35.90 32.41
+ Pseudo Anno. 43.91 38.11
+ Graph Match. 48.78 41.89
+ Dist. Match. 50.22 44.11
+ Weakly Sup. 53.85 46.29

Table 3. Ablation study of different components in our proposed
weakly semi-supervised learning method.

𝑣
𝑔 𝑒

𝑔 DOTA-v1.0 DOTA-v1.5
48.53 40.98

✓ 50.51 42.34
✓ 51.10 43.99

✓ ✓ 53.85 46.29
Table 4. Performance comparison of the base model trained with
different combinations of vertex matching and edge matching.

ancing the detection performance and annotation cost.
Fully-annotated. We also demonstrate the success of our
proposed method to further improve the detection perfor-
mance when sufficient annotated images are available, as
shown in Tab. 1. With additional point-annotated data,
our proposed method achieves a significant performance im-
provement compared to the semi-supervised methods and
the weakly semi-supervised Group R-CNN method, demon-
strating the superiority of the proposed method in transfer-
ring ambiguous point information to reliable object-level se-
mantic knowledge for enhanced detection performance.
4.4. Ablation Study

We further conduct extensive experiments to highlight the
contributions of each component in our proposed method.
Unless otherwise stated, we perform the ablation experi-
ments when 5% of fully-annotated images are provided.
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Pseudo Supervision. As shown in Tab. 3, the performance
of the base model, trained on 5% of fully-annotated images,
drops significantly on the validation set of both the DOTA-
v1.0 and DOTA-v1.5 datasets. We incorporate the point-
annotated images, with only the pseudo supervision loss on
the pseudo annotations of highest scores on the annotated
points, into the training of the base model, which contributes
to limited performance improvements compared to the base-
line model. With the proposed Rotation-Modulated Rela-
tional Graph Matching method, the base model is forced to
focus more on the spatial and semantic knowledge centered
on the annotated points, leading to a further improvement
in detection performance. Collaborating with the relational
graph matching method, the Relational Rank Distribution
Matching method concentrates on the distillation of reliable
rank distribution over classification and regression from the
teacher model to the student model. To handle the difficult
points that both models are confused about, we introduce
weakly supervised learning to impose positive signals on the
low-quality clusters, and alleviate the problem of inaccurate
occupancy of the regression outputs on annotated points. As
a result, all these components are required to achieve a sig-
nificant performance gain over the baseline model.
Rotation-Modulated Relational Graph Matching. We
next explore the effectiveness of matching vertices and
edges in the relational graph between different models, as
shown in Tab. 4. Matching on vertices of RRoI features al-
lows the student model to closely follow the feature distribu-
tion from the teacher model, while matching on edges of re-
lations between RRoI centered on annotated points encour-
ages the student model to be aware of the precise relational
estimation from the teacher model. In addition, modulated
orientation differences as weighting factors focus the rela-
tion recognition on the predictions with a greater deviation
of orientation estimation between different models. There-
fore, the base model is enhanced to a significant extent with
matching on both vertices and edges in the relational graph.
Relational Rank Distribution Matching. We also adopt
different combinations of rank distribution matching on
classification and regression, the results of which are shown
in Tab. 5. Matching on both rank distributions facilitates the
distillation of the relational information between clustered
predictions from the teacher model to the student model,
leading to a further performance gain over the base model.
Weakly Supervised Learning. We also analyze the cases
when implementing different combinations of weakly su-
pervised learning methods on classification or regression
in Tab. 6. Weakly supervised learning can well alleviate
the inaccurate classification outputs, in which classification
scores of all proposals clustered around the difficult points
are underrated by both models, and regression outputs, in
which the predicted boxes have inappropriate occupancies
with annotated points. Both weakly supervised methods are

𝑐𝑙𝑠
𝑟𝑚 𝑟𝑒𝑔

𝑟𝑚 DOTA-v1.0 DOTA-v1.5
49.58 42.12

✓ 51.84 44.18
✓ 51.73 45.10

✓ ✓ 53.85 46.29
Table 5. Performance comparison of the base model trained with
different rank distribution matching settings.

𝑐𝑙𝑠
𝑤𝑠 𝑟𝑒𝑔

𝑤𝑠 DOTA-v1.0 DOTA-v1.5
50.22 44.11

✓ 51.97 45.51
✓ 51.62 45.17

✓ ✓ 53.85 46.29
Table 6. Performance comparison of the base model trained with
different weakly supervised learning methods.

effective for further improving the detection performance.

5. Conclusion
In this work, we propose a weakly semi-supervised learn-
ing framework for oriented object detection, in which we
introduce point-annotated data to improve the base detec-
tor when limited annotated data are given. To alleviate the
ambiguity from annotated points in depicting the oriented
objects, we propose a Rotation-Modulated Relational Graph
Matching method to align the relations of proposals centered
on annotated points between the teacher and student mod-
els under augmented views. In addition, we further propose
a Relational Rank Distribution Matching method to distill
the rich relation information between predictions over anno-
tated points from the teacher model to the student model by
matching rank distributions on classification and regression.
Finally, we introduce weakly supervised learning on difficult
points with inaccurate classification and regression outputs
through the weak supervision of the categorical and location
information from these points. With our proposed weakly
semi-supervised method, the resulting model achieves sig-
nificant performance gains on multiple challenging datasets.
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