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Abstract

Image-language models with prompt learning have shown
remarkable advances in numerous downstream vision tasks.
Nevertheless, conventional prompt learning methods overfit
their training distribution and lose the generalization ability
on test distributions. To improve generalization across var-
ious distribution shifts, we propose any-shift prompting: a
general probabilistic inference framework that considers the
relationship between training and test distributions during
prompt learning. We explicitly connect training and test
distributions in the latent space by constructing training and
test prompts in a hierarchical architecture. Within this frame-
work, the test prompt exploits the distribution relationships
to guide the generalization of the CLIP image-language
model from training to any test distribution. To effectively
encode the distribution information and their relationships,
we further introduce a transformer inference network with
a pseudo-shift training mechanism. The network generates
the tailored test prompt with both training and test informa-
tion in a feedforward pass, avoiding extra training costs at
test time. Extensive experiments on twenty-three datasets
demonstrate the effectiveness of any-shift prompting on the
generalization over various distribution shifts.

1. Introduction
Recent image-language foundation models like CLIP [52]
show remarkable advances in various computer vision tasks.
Benefiting from large image-text pairing datasets for pre-
training, these models perform well when adapting to down-
stream tasks by manual prompts [37, 48, 53, 56] and prompt
learning [82, 83]. However, it is difficult for conventional
prompt learning approaches to handle distribution shifts in
downstream tasks [8, 61]. The learned prompts usually over-
fit their training data, leading to performance degradation on
unseen test distributions.

To improve generalization of prompt learning, recent
methods introduce uncertainty into the learnable prompt
[8] or fine-tune the prompt on each test sample with extra
unsupervised optimizations [57, 61]. Nevertheless, these
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Figure 1. Any-shift prompting. (a) Various distribution shifts
in real-world applications. (b) We propose any-shift prompting
that aggregates training and test information for jointly handling
individual distribution shifts and their combinations.

methods do not explicitly consider the relationships between
training and test distributions of the downstream tasks. How-
ever, in real-world applications, the distribution shifts are
usually complex and unpredictable, where models may en-
counter different distribution shifts (Figure 1 (a)), and even
their combinations. Hence, we deem it crucial to explore
the relationships between training and test distributions for
the generalization of prompting across different distribution
shifts. To this end, we make three contributions in this paper.

First, we propose any-shift prompting, a general prob-
abilistic inference framework that can explore distribution
relationships in prompt learning. Specifically, we introduce
probabilistic training and test prompts in a hierarchical ar-
chitecture to explicitly connect the training and test distribu-
tions. Within this framework, the test prompt encodes the
test information and the relationships of the training and test
distributions, thereby improving the generalization ability
on various test distributions (Figure 1 (b)).

Second, we propose a pseudo-shift training mechanism,
where the hierarchical probabilistic model learns the ability
to encode distribution relationships by simulating distribu-
tion shifts. Consequently, at test time, our method gener-
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alizes to any specific distribution by generating a tailored
prompt on the fly in just one feedforward process, without
the need for re-learning or fine-tuning.

Third, to effectively and comprehensively encode the
distribution information and their relationships, we design a
transformer inference network for prompt generation. The
transformer takes test information of both image and label
space features, as well as the training prompts, as inputs. It
then aggregates the training and test information and their
relationships into the test-specific prompt. The test prompt is
utilized to guide both the feature extraction and classification
processes to generate test-specific features and classifiers,
which bolsters robust predictions across distribution shifts.

We validate our method through extensive experiments on
twenty-three benchmarks with various distribution shifts, in-
cluding covariate shift, label shift, conditional shift, concept
shift, and even joint shift. The results demonstrate the ef-
fectiveness of the proposed method on generalization across
various distribution shifts.

2. Preliminary
We propose any-shift prompting based on CLIP [52] to han-
dle various distribution shifts in a general way. Here we
provide the technical background on CLIP as well as defini-
tions of distribution shifts considered.

CLIP model. Contrastive Language-Image Pre-training
(CLIP) [52] consists of an image encoder fΦI

(x) and a
text encoder fΦT

(l), which are trained by a contrastive loss
on a large dataset of image-language (x, l) pairs. For a
downstream classification task with an input image x and a
set of class names Y={ci}Ci=1, the image feature is extracted
by z=fΦI

(x) and the classifiers are composed of a set of text
features {ti}Ci=1, where ti=fΦT

(li). Here, li is a manually
crafted prompt to describe the corresponding class name ci,
e.g., “an image of a [class].” Thus, the prediction function
of the CLIP model for downstream tasks without fine-tuning
is formulated as:

p(y|x,Y)=softmax(z⊤t). (1)

This enables the pre-trained CLIP model to handle zero-shot
learning classification in various downstream tasks.

Distribution shifts. A data distribution is generally denoted
as p(x,y), which is a joint distribution of the input data x
and the label y. The models are usually trained on a training
distribution p(xs,ys) and then deployed on test distributions
p(xt,yt). In real-world applications, differences between
the training and test distributions are known as the joint
distribution shift:

p(xs,ys) ̸= p(xt,yt). (2)

Common distribution shifts in the literature. Due to the
joint distribution shift, the performance of the trained model

Joint distribution shift p(xs,ys) ̸= p(xt,yt)

Partial distribution shifts
Covariate shift p(xs) ̸= p(xt) p(ys|xs) = p(yt|xt)
Label shift p(ys) ̸= p(yt) p(xs|ys) = p(xt|yt)
Concept shift p(xs) = p(xt) p(ys|xs) ̸= p(yt|xt)
Conditional shift p(ys) = p(yt) p(xs|ys) ̸= p(xt|yt)

Table 1. Common distribution shifts. The joint distribution shift is
usually decomposed into four partial shifts, which are investigated
individually in the literature. By contrast, we focus in this paper on
various shifts and even consider their combinations.

degrades on the test data [36, 67], sometimes significantly
so. Since the joint distribution shift is complex, previous
methods limit the scope of the problem and simplify the joint
distribution shift to different partial distribution shifts. From
a Bayesian perspective, the joint distribution is decomposed
into p(x,y)=p(x)p(y|x)=p(y)p(x|y). According to the
different components in the decomposition, we summarize
the partial distribution shifts into four different definitions in
Table 1 and detail them one by one.

Covariate shift [31, 59, 64] assumes the distribution shifts
occur only in the input space p(x) while the labels given the
input features p(y|x) remain the same, e.g., by image corrup-
tions [21] or changing image styles [31, 51]. Covariate shift
is widely investigated by domain generalization [31, 73, 81]
and domain adaptation methods [36, 67]. Label shift focuses
on the opposite problem, where the label distributions p(y)
are different, but the label-conditional distributions p(x|y)
are the same [55, 65]. Previous methods generate datasets
with uniform distribution p(y) during training and different
distributions at test time [2, 19, 70]. The classification of un-
known classes can be treated as a specific and worse case of
the label shift [38, 60, 82], where p(y)=0 for the unknown
classes. Concept shift treats the distribution of input p(x)
the same while the conditional distributions p(y|x) are dif-
ferent, indicating different annotation methods for the same
data distribution [39]. Conditional shift assumes the label
distribution is the same while the conditional distribution
p(x|y) are different [16, 38, 77], where different classes
can have their own shift protocols on the input data, e.g.,
sub-population problems [29, 58].

Distribution shifts in this paper. Conventional prompting
methods [82, 83] learn the prompt on the training distribution
of the downstream task, which is easy to overfit and vulner-
able to the above shifts [8, 61]. Moreover, in real-world
scenarios, all distribution shifts may happen unpredictably,
and even simultaneously. Hence, we propose to encode test
information and the training-test relationships for general-
ization over distributions. Our method is not designed for
specific partial distribution shifts. Instead, it is proposed to
handle various shifts, even when they occur simultaneously.
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3. Any-Shift Prompting
3.1. Prompt modeling

We propose any-shift prompting, a general probabilistic
inference framework to explore distribution relationships.
Specifically, we introduce training and test prompts as latent
variables in a hierarchical architecture. The graphical model
of our method is provided in Figure 2.
Training prompt. The intuitive idea of adapting the CLIP
model is to inject the downstream training data Ds in a
training prompt for prediction (eq. 1). Ds consists of training
input-output pairs sampled from the distribution p(xs,ys).
The predictive function of CLIP for the test distribution
p(xt,yt) is then formulated as:

pΦ(yt|xt,Yt,Ds) ∝ pΦ(yt|xt,vs,Yt)p(vs|Ds), (3)

where Φ denotes the frozen parameters of the image and
text encoders of the CLIP model. Here vs is the training
prompt that encodes the training downstream task informa-
tion, which improves the performance of the CLIP model
on the training distribution. However, the prompt vs usually
overfits the training data, which may not benefit and even
harm the prediction on the unseen test distribution due to the
distribution shifts at test time.

Probabilistic test prompt. To generalize across distribu-
tion shifts in downstream tasks at test time, we further intro-
duce a probabilistic test prompt within a hierarchical Bayes
framework to encode the information of test distributions.
Specifically, the test prompt vt is inferred from the training
prompt vs and the accessible test information, i.e., a test
image xt and the class names Yt. To build the connections
between the training and test prompts, we take the train-
ing prompt vs as a condition for the generation of the test
prompt. This enables the method to generate the test prompt
across different shifts by considering the relationships be-
tween training and test distributions and exploring relevant
training information. By introducing vt, the CLIP prediction
function is formulated as:
pΦ,θ(yt|xt,Yt,Ds)

=

∫ ∫
pΦ(yt|xt,vt,Yt)pθ(vt|vs,xt,Yt)p(vs|Ds)dvtdvs,

(4)
where θ denotes the learnable inference network for the test
prompt. With the probabilistic test prompt, we provide a
general way to incorporate the training and test information,
as well as their relationships, into the prediction of the CLIP
model, enabling it to generalize on any test distribution.
Variational test prompt. To optimize the model for
generating the probabilistic test prompt in eq. (4), we
use variational inference to approximate the true posterior
p(vt,vs|Dt,Yt,Ds), which is factorized as:

qθ(vt,vs|Dt,Yt,Ds)=qθ(vt|vs,Dt,Yt)p(vs|Ds), (5)
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Figure 2. Graphical model for any-shift prompting. We in-
troduce probabilistic training and test prompts in a hierarchical
inference framework to explore distribution relationships.

where Dt consists of test input-output pairs sampled from the
test distribution p(xt,yt). The variational posterior of the
test prompt shares the same inference model θ with its prior.
By integrating eq. (5) into eq. (4), we derive the evidence
lower bound (ELBO) of the predictive function as:

log pΦ,θ(yt|xt,Yt,Ds) ≥ Eqθ(vt,vs)

[
log pΦ(yt|xt,vt,Yt)

]
− DKL

[
qθ(vt|vs,Dt,Yt)||pθ(vt|vs,xt,Yt)

]
.

(6)
The variational posterior of the test prompt qθ(vt) encodes
more input-output information of the test distribution and
their relationships, yielding a more representative test prompt
for better generalization on the test distributions. We provide
the step-by-step derivations in the supplemental material.

Notably, the variational posteriors and ELBO are in-
tractable since large numbers of test samples and their
ground truth labels in Dt are usually unavailable at test time.
Thus, in the next section, we propose a pseudo-shift training
setup to approximate the ELBO for any-shift prompting.

3.2. Training and inference

Pseudo-shift training mechanism. To approximate the in-
tractable ELBO in eq. (6), we develop a pseudo-shift training
mechanism. Specifically, the mini-batch data in the current it-
eration is treated as the pseudo-test data Dt′ from the pseudo-
test distribution p(xt′ ,yt′). Likewise, the mini-batches in
previous iterations are treated as the pseudo-training data
Ds′ from the pseudo-training distribution p(xs′ ,ys′). In this
case, the ground truth labels of the pseudo-test data are avail-
able during training. We then approximate the ELBO and
obtain the optimization function for any-shift prompting as:

L=− Eqθ(vt′ ,vs′ )

[
log pΦ(yt′ |xt′ ,vt′ ,Yt′)

]
+ DKL

[
qθ(vt′ |vs′ ,Dt′ ,Yt′)||pθ(vt′ |vs′ ,xt′ ,Yt′)

]
,

(7)

where vt′ and vs′ denote the pseudo-test and pseudo-training
prompts, respectively. In practice, we assume the prompts
follow the standard Gaussian distributions. The negative
log-likelihood in eq. (7) is implemented by a cross-entropy
loss. The mini-batch training mechanism mimics the distri-
bution shifts and trains the any-shift prompting to handle the
distribution shifts during training, where the model never
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CLIP Image Encoder CLIP Text Encoder

[dog] [cat]...

...

[dog] [cat]

CLIP Image Encoder

[cow] ... [horse]

...

CLIP Text Encoder

(a) Inference of the prior distribution (b) Inference of the variational posterior distribution

Transformer inference network Transformer inference network

Image features Text features Position embeddingsPseudo-training promptPseudo-test prompt prior & posterior Sampling

Figure 3. Transformer inference network of the pseudo-test prompt. The prior (a) of the pseudo-test prompt is inferred by aggregating
the pseudo-training prompt, a single image, and all class names of the pseudo-test distribution. The posterior (b) is inferred from the
shared pseudo-training prompt, a batch of pseudo-test images, and corresponding class names. Therefore, the posterior incorporates more
pseudo-test information and relationships and guides the prior to learn the same knowledge by KL divergence. The image and text encoders
of CLIP are frozen. Only the shared transformer, pseudo-training prompt distribution, and MLP networks are trainable, saving training costs.

accesses any test data. Minimizing the KL terms encourages
the prior to implicitly learn more comprehensive pseudo-test
information from the variational posterior, which aggregates
more data information together with the ground truth labels.

Transformer inference network. The pseudo-test prompt
in eq. (7) is inferred from: the pseudo-training information
in vs′ , the pseudo-test image xt′ , and the class names Yt′ .
To better aggregate the different information sources and
consider their relationships, we introduce a transformer in-
ference network to generate the pseudo-test prompt.

In our model, the prior pθ(vt′ |vs′ ,xt′ ,Yt′) and vari-
ational posterior qθ(vt′ |vs′ ,Dt′ ,Yt′) of the pseudo-test
prompt share the same inference network to encode the dif-
ferent conditions. Compared with the prior, the variational
posterior has access to one batch of pseudo-test images with
the corresponding ground-truth labels. Figure 3 illustrates
the deployment of the shared transformer inference network.
In the following, we provide the detailed inference of the
prior and variational posterior.

As shown in Figure 3 (a), the prior of the pseudo-test
prompt is generated by the pseudo-training prompt vs′ , the
pseudo-test image x′

t, and class names Y ′
t. Specifically, we

sample a pseudo-training prompt v(j)
s′ from a Gaussian distri-

bution N (vs′ ;µs′ , σs′) by the reparameterization trick [27].
The mean µs′ and variance σs′ are two sets of parame-
ters trained with the pseudo-training data Ds′ in the pre-
vious iterations. The pseudo-test image is fed into the fixed
CLIP image encoder to get the image feature fΦI

(xt′). The
class names of the pseudo-test distribution are processed
by the fixed text encoder to extract the textual features
fΦT

(Yt′). After the pre-processing, we take the sampled
pseudo-training prompt, pseudo-test image feature, and tex-

tual features as input tokens of our transformer inference
network to generate the prior of the pseudo-test prompt:

[ṽp
t′ ; ·; ·] = Trans([v(j)

s′ ; fΦI
(xt′); fΦT

(Yt′)]), (8)

µp
t′ = MLPµ(ṽ

p
t′), σp

t′ = MLPσ(ṽ
p
t′), (9)

pθ(vt′ |vs′ ,xt′ ;Yt′) = N (vt′ ;µ
p
t′ , σ

p
t′). (10)

The prior of the pseudo-test prompt follows the Gaussian dis-
tribution in eq. (10), whose mean and variance are obtained
by two MLP networks on the output of the transformer ṽp

t′ .
In Figure 3 (b), with the pseudo-test data Dt′ , the varia-

tional posterior learns more distribution information as well
as the relations between inputs and outputs. To be clearer,
we rewrite the variational posterior qθ(vt′ |vs′ ,Dt′ ,Yt′) as
qθ(vt′ |vs′ , Xt′ , Yt′), where Xt′ contains a batch of pseudo-
test images in Dt′ and Yt′ consists of the ground truth class
names of Xt′ in Yt′ . Hence, the shared transformer takes
all image features and their corresponding label features as
input tokens to infer the variational posterior:

[ṽq
t′ ; ·; ·] = Trans([v(j)

s′ ; fΦI
(Xt′); fΦT

(Yt′)]), (11)

µq
t′ = MLPµ(ṽ

q
t′), σq

t′ = MLPσ(ṽ
q
t′), (12)

qθ(vt′ |vs′ ,Dt′ ,Yt′) = N (vt′ ;µ
q
t′ , σ

q
t′). (13)

With the inferred pseudo-test prompt, we take its samples
from the variational posterior as the input tokens for both
image and text encoders of CLIP to make predictions during
training. Thus, although the encoders are fixed, the image
and textual features are generalized by utilizing the distribu-
tion information in the prompts during the feature extraction
and classification procedure, enabling the method to handle
different distribution shifts.
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Prediction. At test time, we make predictions on each test
image xt with the test prompt generated by the transformer
inference network. Since the test data and labels in Dt are
unavailable, the variational posterior becomes intractable.
Thus, we sample the test prompt v(i)

t from the prior dis-
tribution pθ(vt|v(j)

s ,xt,Yt), where v
(j)
s is a sample of the

training prompt following p(vs|Ds). v
(i)
t is then introduced

into both the image and text encoders of the CLIP model for
generalization and prediction as:

pΦ(yt|xt,Yt,Ds) =
1

Nt

1

Ns

Nt∑
i=1

Ns∑
j=1

pΦ(yt|xt,v
(i)
t ,Yt),

v
(i)
t ∼ pθ(vt|v(j)

s ,xt,Yt), v(j)
s ∼ p(vs|Ds).

(14)

Although the test data and their labels are not available at
test time, the information in each test sample and all class
names in the vocabulary of the test task are available to
infer the prior of the test prompt. The ability to encode
test information from a single test image and the class vo-
cabulary is learned during training by minimizing the KL
divergence between the prior and posterior. Note the CLIP
image encoder and text encoder are always frozen. Only
the test prompt changes for different test distributions by
aggregating the training and test information in each test
sample xt and the class names Yt. In this case, we utilize
the original generalization ability of CLIP to generate the
test prompt for generalization on downstream tasks across
various distribution shifts.

4. Related Work

Prompt learning. Image-language foundation models such
as CLIP [52] and ALIGN [25] achieve significant advances
in various downstream tasks. To adapt the foundation mod-
els to downstream tasks, adapter [14] and prompt learning
methods [30, 34, 83] are proposed. Zhou et al. [83] pro-
pose a learnable prompt as the input of the language model
in CLIP. To avoid forgetting the original knowledge in the
CLIP model, Zhu et al. [84] and Yao et al. [75] guide prompt
learning with hand-crafted prompts. Instead of generating
prompts for the language model, Bahng et al. [3] introduce
prompting of the image model. Khattak et al. [26] learn a
joint prompt for both image and language encoders. Zhou et
al. [82] introduce the imaging conditions into the language
prompt to enhance the generalization ability of zero-shot
performance. To further improve the generalization ability,
Derakhshani et al. [8] propose Bayesian prompt learning,
which considers the uncertainty in the learned prompts for
zero-shot generalization. Shu et al. [61] and Hassan et al.
[57] fine-tune the prompt at test time to a specific distribu-
tion. We also improve the generalization of prompt learning.
Different from previous methods that consider uncertainty
or fine-tune the prompt for specific distributions, we pro-
pose any-shift prompting that explicitly explores distribution

information and relationships within a hierarchical proba-
bilistic framework. The method generates the test-specific
prompt on the fly for any test distribution.

Distribution shift generalization. Domain generalization
[18, 33, 44, 81] and domain adaptation [35, 41, 69, 76] are
the most widely investigated methods for handling distri-
bution shifts. Some domain generalization methods train
invariant models on the training distributions [1, 43, 73],
which are assumed to be invariant on the test distributions
also. To further improve the generalization ability, some
methods [4, 10, 32] introduce meta-learning in domain gen-
eralization to mimic domain shifts during training. In this
paper, we also simulate the distribution shift by a pseudo-
shift training mechanism, which uses different mini-batches
as distributions. To better utilize the test information for
generalization without accessing the test data during train-
ing, Sun et al. [64] and Wang et al. [67] propose test-time
adaptation, which fine-tunes the trained model on test data
with self-supervised losses. The method is followed by
many methods [17, 40, 46, 47, 78] due to its good gener-
alization ability on covariate shift. In addition, test-time
adaptation is also investigated with other methods like nor-
malization statistics re-estimation [36, 59], or classifier ad-
justment [24, 74, 80]. Most of these methods focus on co-
variate shift [11, 17, 67, 74], such as changes of the image
styles [31, 51] and corruptions [21]. Some other methods
work on the conditional shift [15, 16, 38, 77] or label shift
[15, 49, 65, 77]. We also utilize the test information for
generalization, but without any test-time optimization. Dif-
ferent from the previous methods, we explicitly bridge the
training and test information and explore their relationships
to address various distribution shifts in a general way.

5. Experiments

Twenty-three datasets. To demonstrate the generaliza-
tion ability of any-shift prompting, we evaluate the method
on datasets with different distribution shifts. For covari-
ate shift, we conduct experiments on the common domain
generalization datasets, PACS [31], Office-Home [66],
VLCS [12], and DomainNet [51], which contain images
from different domains such as image styles. We also eval-
uate the model on covariate shifts of ImageNet [7] follow-
ing Zhou et al. [82], where the model is trained on Im-
ageNet with 16-shot images and evaluated on other vari-
ants ImageNet-V2 [54], ImageNet-(S)ketch [68],
ImageNet-A [23], and ImageNet-R [22]. For label
shift, we follow the base-to-new class generalization from
Zhou et al. [83], with 11 datasets that cover various tasks,
ImageNet [7], Caltech101 [13], OxfordPets [50],
StanfordCars [28], Flowers102 [45], Food101 [5],
FGVCAircraft [42], SUN397 [72], DTD [6], EuroSAT
[20], and UCF101 [63]. For concept shift, we build a
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Method PACS VLCS Office-Home DomainNet ImageNet-V2 ImageNet-S ImageNet-A ImageNet-R

Prompting without test-time optimization
CLIP [52] 96.13 81.43 80.35 54.08 60.83 46.15 47.77 73.96
CLIP-D [52] 96.65 80.70 81.51 56.24 - - - -
CoOp [83] 96.45 82.51 82.12 58.82 64.20 47.99 49.71 75.21
CoCoOp [82] 97.00 83.89 82.77 59.43 64.07 48.75 50.63 76.18
DPL [79] 97.07 83.99 83.00 59.86 - - - -
BPL [8] - - - - 64.23 49.20 51.33 77.00
This paper 98.16 ± 0.4 86.54 ± 0.4 85.16 ± 0.6 60.93 ± 0.6 64.53 ± 0.2 49.80 ± 0.5 51.52 ± 0.6 77.56 ± 0.4

Prompting with test-time optimization
TPT [61] 97.25 84.33 83.45 59.90 63.45 47.94 54.77 77.06
CoOp + TPT [61] 97.85 85.06 84.32 60.65 66.83 49.29 57.95 77.27
CoCoOp + TPT [61] 97.95 85.55 84.54 60.44 64.85 48.47 58.47 78.65
This paper + TPT 98.47 ± 0.4 86.98 ± 0.4 86.00 ± 0.8 61.75 ± 0.8 67.08 ± 0.6 50.83 ± 0.6 58.05 ± 0.5 79.23 ± 0.5

Table 2. Covariate shift comparison. The experiments are conducted on eight domain generalization datasets, with average classification
accuracy reported. Any-shift prompting achieves the best results compared with the original CLIP and other prompt learning methods,
which demonstrates the generalization ability of our method on covariate shift. When combined with TPT’s test-time optimization, promting
methods in general, as well as our method improves further.

ImageNet-Superclass dataset, where we evaluate the
ImageNet-trained model on super-classes in [58]. For con-
ditional shift, we evaluate on the sub-population datasets
Living-17 and Entity-30 [58], where the training
and test distributions consist of the same classes with dif-
ferent subpopulations. To evaluate our method on the
combination of different distribution shifts, we follow the
open-domain generalization setting [62] on the Office-Home
dataset, which contains four domains, Art, Clipart, Product,
and Real-world. We refer to it as Open-Office-Home,
which combines covariate shift and label shift. The detailed
settings are provided in the supplemental materials.
Implementation details. Our model consists of the pre-
trained image and language encoders of CLIP [52], and the
proposed transformer inference network to generate the test
prompt. We use the ViT-B/16 [9] as the image encoder fol-
lowing [8, 82]. The pretrained image and language encoders
of CLIP are frozen during training and inference. To gener-
ate the prior and variational posterior of the prompt, we use
a 2-layer transformer in the inference network. As shown in
Figure 3, the inputs of the transformer include the training
prompt, the image features, and the class-name features. The
distribution of the training prompts consists of two trainable
vectors as the mean and variance respectively. The class-
name tokens are generated by the hand-crafted tokens “an
image of a [class]”. The transformer also contains two kinds
of trainable position embeddings to indicate the image and
language tokens. The introduced prompts are sampled from
the corresponding distributions by the reparameterization
trick [27]. More detailed implementations and hyperparame-
ters are provided in the supplemental materials.

5.1. Results on various distribution shifts

Covariate shift. We conduct experiments on eight domain
generalization datasets with covariate shift. The averaged re-
sults of classification accuracy for each dataset are provided
in Table 2. We follow the leave-one-out protocol [31] for

evaluation on the first four datasets, where the model evalu-
ated on each test domain is trained on the other domains. The
detailed results on each test domain are provided in the sup-
plemental materials. For the last four datasets, we evaluate
the same ImageNet-pretrained model on them individually.
Our method outperforms the other prompt learning methods
CoOp, CoCoOp, and DPL on all eight datasets. Note that the
comparisons with the other prompt learning methods are fair
since we generate the test prompt and make predictions in a
single feedforward pass, without any optimization or back-
propagation at test time. The proposed method also performs
better on seven of the eight datasets compared with the test-
time tuning method TPT, securing the second position on
ImageNet-A. Moreover, since the proposed method learns
the prompt and transformer network only during training,
it can also be combined with test-time optimization. Then
we obtain even better results, which are also competitive
on ImageNet-A, indicating the effectiveness of any-shift
prompting on covariate shift.
Label shift. We conduct the experiments on label shift fol-
lowing the base-to-new class generalization setting in Zhou
et al. [82]. The results on eleven datasets and the averaged
performance are provided in Table 3. Since our any-shift
prompts encode both training and test information, as well
as their relationships, it performs well in both base and new
classes, therefore achieving the best overall Harmonic mean
on the eleven datasets. Compared with the original CLIP
model, the proposed method achieves better performance
in the base classes, showing good adaptation to the down-
stream tasks with the training information. Compared with
the other prompt learning methods CoOp [83], CoCoOp [82],
BPL [8], and MaPLe [26], our method performs best in the
new classes on seven of the eleven datasets and is competi-
tive on the other four. This demonstrates the ability of the
method to handle label shift by incorporating the distribution
information and their relationships.
Concept shift. For concept shift, we conduct experiments on
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(a) Average over 11 datasets.

Base New H

CLIP 69.34 74.22 71.70
CoOp 82.69 63.22 71.66
CoCoOp 80.47 71.69 75.83
BPL 80.10 74.94 77.43
MaPLe 82.28 75.14 78.55
This paper 82.36 76.30 79.21

(b) ImageNet.

Base New H

CLIP 72.43 68.14 70.22
CoOp 76.47 67.88 71.92
CoCoOp 75.98 70.43 73.10
BPL - 70.93 -
MaPLe 76.66 70.54 73.47
This paper 76.63 71.33 73.88

(c) Caltech101.

Base New H

CLIP 96.84 94.00 95.40
CoOp 98.00 89.81 93.73
CoCoOp 97.96 93.81 95.84
BPL - 94.93 -
MaPLe 97.74 94.36 96.02
This paper 98.28 94.27 96.23

(d) OxfordPets.

Base New H

CLIP 91.17 97.26 94.12
CoOp 93.67 95.29 94.47
CoCoOp 95.20 97.69 96.43
BPL - 98.00 -
MaPLe 95.43 97.76 96.58
This paper 95.78 97.80 96.78

(e) StanfordCars.

Base New H

CLIP 63.37 74.89 68.65
CoOp 78.12 60.40 68.13
CoCoOp 70.49 73.59 72.01
BPL - 73.23 -
MaPLe 72.94 74.00 73.47
This paper 73.05 75.83 74.41

(f) Flowers102.

Base New H

CLIP 72.08 77.80 74.83
CoOp 97.60 59.67 74.06
CoCoOp 94.87 71.75 81.71
BPL - 70.40 -
MaPLe 95.92 72.46 82.56
This paper 96.50 76.20 85.16

(g) Food101.

Base New H

CLIP 90.10 91.22 90.66
CoOp 88.33 82.26 85.19
CoCoOp 90.70 91.29 90.99
BPL - 92.13 -
MaPLe 90.71 92.05 91.38
This paper 90.87 91.35 91.11

(h) FGVCAircraft.

Base New H

CLIP 27.19 36.29 31.09
CoOp 40.44 22.30 28.75
CoCoOp 33.41 23.71 27.74
BPL - 35.00 -
MaPLe 37.44 35.61 36.50
This paper 37.10 35.70 36.39

(i) SUN397.

Base New H

CLIP 69.36 75.35 72.23
CoOp 80.60 65.89 72.51
CoCoOp 79.74 76.86 78.27
BPL - 77.87 -
MaPLe 80.82 78.70 79.75
This paper 80.50 78.50 79.48

(j) DTD.

Base New H

CLIP 53.24 59.90 56.37
CoOp 79.44 41.18 54.24
CoCoOp 77.01 56.00 64.85
BPL - 60.80 -
MaPLe 80.36 59.18 68.16
This paper 79.63 61.98 69.71

(k) EuroSAT.

Base New H

CLIP 56.48 64.05 60.03
CoOp 92.19 54.74 68.69
CoCoOp 87.49 60.04 71.21
BPL - 75.30 -
MaPLe 94.07 73.23 82.35
This paper 93.07 77.63 84.65

(l) UCF101.

Base New H

CLIP 70.53 77.50 73.85
CoOp 84.69 56.05 67.46
CoCoOp 82.33 73.45 77.64
BPL - 75.77 -
MaPLe 83.00 78.66 80.77
This paper 84.60 78.70 81.54

Table 3. Label shift comparison. The models are trained on the base classes with 16 shots and evaluated on both the base and new classes.
We bold the best results and underline the runner-up. H denotes the Harmonic mean [71]. Our method performs well on both base and new
classes, therefore achieving the best overall Harmonic mean, demonstrating the generalization ability across label shifts.

Concept Shift Conditional Shift

Method ImageNet-Superclass Living-17 Entity-30

CLIP† 69.23 86.94 67.95
CoOp† 69.35 87.11 78.02
CoCoOp† 69.77 87.24 79.52
This paper 71.12 ± 0.6 88.41 ± 0.3 81.74 ± 0.4

Table 4. Concept shift and conditional shift comparison. Results
of the compared methods are based on the author-provided code.

the introduced ImageNet-Superclass dataset, where
the same images are assigned with different annotations.
To do so, we evaluate the ImageNet-trained model on the
validation set with the superclass annotations. As shown
in Table 4, the prompt learning methods achieve similar
performance compared with the original CLIP. By contrast,
our method improves the performance of CLIP by about 2%,
indicating the ability to handle concept shift.

Conditional shift. We also conduct experiments on two
datasets with conditional shift. The results are also re-
ported in Table 4. The prompt learning methods perform
similarly to CLIP while achieving more improvement on
Entity-30. The reason can be that the class names
of Living-17 (e.g., wolf, fox) are more detailed than
Entity-30 (e.g., crustacean, carnivore, insect), revealing
the importance of adapting the original CLIP model to down-
stream tasks in specific scenarios. Moreover, compared with
the conventional prompt learning methods CoOp and Co-
CoOp, our method consistently improves the performance

Method Art Clipart Product Real Mean

CLIP† 79.32 67.70 86.93 87.46 80.35
CLIP-D† 80.47 68.83 87.93 88.80 81.51
CoOp† 80.50 69.05 88.26 89.01 81.71
CoCoOp† 80.93 69.51 88.85 89.32 82.19
This paper 83.40 ± 0.8 72.53 ± 0.5 91.24 ± 0.6 90.84 ± 0.3 84.50 ± 0.4

Table 5. Multiple shifts comparison on Open-Office-Home,
including both covariate and label shifts.

on both datasets and performs better, demonstrating the ef-
fectiveness of any-shift prompting for the conditional shift.
Joint distribution shift. In Table 5, we report the results
on Open-Office-Home for the joint distribution shifts.
Following Shu et al. [62], we assign data from different parts
of classes in the training domains and evaluate the model on
the test domain with both seen and unseen classes. There-
fore, the model encounters covariate and label shifts jointly.
As shown in Table 5, the CLIP-based zero-shot methods
keep the same performance as the close-set generalization
setting (Table 2) since they are kept frozen. The prompt
learning methods perform slightly worse than the close-set
setting. Our method outperforms the others on all test do-
mains, showing the ability to handle joint distribution shifts.
Overall, our method achieves good performance on covariate,
label, concept, conditional, and even joint shifts, demonstrat-
ing the effectiveness of handling various distribution shifts
by considering the distribution information and their rela-
tionship with any-shift prompting.
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Figure 4. Effectiveness of training and test prompts. The test
prompt in the proposed any-shift prompting achieves good gener-
alization on both seen and unseen classes, indicating its ability to
handle different shifts jointly.

CLIP acc: 79.31 Ours acc: 83.52 [Shelf] [Mop][Computer]

Image-Text feature pairs Text features of other classes

Ours acc: 83.52Ours acc: 83.52

Figure 5. Visualization of generalization effect on the image
and text features before and after generalization. Different colors
denote different classes. The image and text features with the same
categories get closer after generalization by our method, leading to
more accurate predictions.

Training prompt vs Test text feature of Yt Test image feature of xt Accuracy

✓ 82.62
✓ 82.67

✓ 83.11
✓ ✓ 83.63

✓ ✓ ✓ 84.50

Table 6. Benefits of training and test information in any-shift
prompt. The experiments are conducted across the joint shifts on
Open-Office-Home. Both training and test information in the
prompt benefit the method across joint shifts.

5.2. Ablation studies

Effectiveness of training and test prompts. To investi-
gate the benefits of the training and test prompts of any-
shift prompting, we evaluate our method with training and
test prompts separately. The experiments are conducted
on Open-office-Home with joint distribution shift. We
compare the prompts with the original CLIP model as well
as CoOp and CoCoOp in Figure 4, and provide the accuracy
on all classes, seen classes, and unseen classes, respectively.
CoOp and CoCoOp show better performance on seen classes
across covariate shift but struggle in the unseen classes where
both covariate shift and label shift exist. The training prompt
in our method encounters the same problem since it en-
codes the training information with seen classes but also
tends to overfit the training distribution. The performance is
slightly better since it considers uncertainty in the prompt.
By contrast, the test prompt in our method encodes the test
information with the relationships between the training and
test distribution. This enables the method to achieve good
generalization across different shifts, leading to higher per-
formance on both seen (covariate shift) and unseen classes
(both covariate shift and label shift).

Visualization of generalization effect. To further show the
benefits of generalization with our method, we visualize the
image and text features before and after generalization by
any-shift prompting. The experiments are conducted on the
“Art” domain under Open-Office-Home. The image and
text features before generalization are generated by the fixed
CLIP image and language encoders respectively. As shown
in Figure 5, after generalization by any-shift prompting, the
image features get closer to the text features of the corre-
sponding ground truth labels, which leads to more accurate
predictions.

Benefits of training and test information in any-shift
prompt. To show the benefits of considering different in-
formation in the test prompt, we conduct experiments on
Open-Office-Home, which contains both covariate and
label shifts. As shown in Table 6, using only the training
prompt achieves better performance than CLIP (80.35) and
we get similar results with only test text features or test image
features. The information from the test images gains more
improvement. The reason can be that test images include
more unseen information in this setting. The test prompt
generated by both image and text information further im-
proves the generalization of test distributions, indicating the
importance of considering test information for generaliza-
tion. Moreover, including the training prompt provides the
relationships and shift information between training and test
distribution in the prompt, leading to the best performance.

6. Conclusion
We propose any-shift prompting to adapt the large image-
language model (CLIP) to downstream tasks while enhanc-
ing the generalization ability across different distribution
shifts at test time. The proposed method bridges the train-
ing and test distributions under a hierarchical probabilistic
framework, which generates the specific prompt for each test
sample by encoding the distribution information and relation-
ships of the training and test distributions. Once trained, we
generate the test-specific prompt across any distribution shift
in a single feedforward pass without any fine-tuning or back-
propagation. The test prompt generalizes both the image and
language encoders of CLIP to the specific test distribution.
Experiments on various distribution shifts, including covari-
ate shift, label shift, conditional shift, concept shift, and joint
shift, demonstrate the effectiveness of the proposed method
on the generalization of any test distribution.
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