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Abstract

Video Moment Retrieval (MR) and Highlight Detection
(HD) have attracted significant attention due to the grow-
ing demand for video analysis. Recent approaches treat MR
and HD as similar video grounding problems and address
them together with transformer-based architecture. How-
ever, we observe that the emphasis of MR and HD differs,
with one necessitating the perception of local relationships
and the other prioritizing the understanding of global con-
texts. Consequently, the lack of task-specific design will in-
evitably lead to limitations in associating the intrinsic spe-
cialty of two tasks. To tackle the issue, we propose a Unified
Video COMprehension framework (UVCOM) to bridge the
gap and jointly solve MR and HD effectively. By performing
progressive integration on intra and inter-modality across
multi-granularity, UVCOM achieves the comprehensive un-
derstanding in processing a video. Moreover, we present
multi-aspect contrastive learning to consolidate the local
relation modeling and global knowledge accumulation via
well aligned multi-modal space. Extensive experiments on
QVHighlights, Charades-STA, TACoS, YouTube Highlights
and TVSum datasets demonstrate the effectiveness and ra-
tionality of UVCOM which outperforms the state-of-the-art
methods by a remarkable margin. Code is available at
https://github.com/EasonXiao-888/UVCOM.

1. Introduction
Video has emerged as a highly favored multi-medium for-
mat on the internet with its diverse content. This signifi-
cant surge in online video encourages users to adjust their
strategies for accessing desired video contents. Instead
of spending time-consuming efforts inspecting the whole
video, they are more inclined to directly obtain particu-
lar clips of interest through language descriptions. This
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Figure 1. Illustration of the intrinsic characteristics of Moment
Retrieval and Highlight Detection. We visualize the attention
map of the same video under two tasks. The attention map for MR
takes on strip-like patterns, indicating the emphasis of local rela-
tions. In contrast, it is in band-like format for HD, which signifies
the focus on global information.

shift in user preference gives rise to two significant research
topics: Video Moment Retrieval [8, 26, 40, 60, 61], fo-
cuses on locating the specific moment, and Highlight Detec-
tion [1, 12, 52, 56, 58], is dedicated to identifying segments
of high saliency.

Actually, it is apparent that two tasks share many com-
mon characteristics, e.g., identifying relevant video seg-
ments in response to textual expressions. In light of the
above, Lei et.al. [21] first proposes a novel dataset named
QVHighlights and a basic framework called Moment-
DETR to jointly solve both tasks. UMT [27] incorporates
extra audio modality and QD-DETR [31] produces text-
query dependent video representation to achieve better per-
formance. The above-mentioned methods simply model
MR and HD as a multi-task problem and mainly concen-
trate on utilizing non-specific strategy to solve them. In
particular, they all adopt a straightforward way to train
and optimize both tasks together with general design, e.g.,
transformer-based models. However, we revisit the charac-
teristics of MR/HD and discover that there exists a gap be-
tween them as illustrated in Fig. 1. which leads to the chal-
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lenge in consistent performance on both tasks, i.e., achiev-
ing precise moment localization and accurate highlight-ness
estimation simultaneously.

Therefore, we consider that the design of framework
should follow two principles to alleviate the above weak-
ness: 1) Local Relation Activation: MR necessitates the
understanding of local relationships within the video to ac-
curately localize specific segments. 2) Global Knowledge

Accumulation: The objective of HD is to fit the saliency
distribution of the entire video, emphasizing the impor-
tance of global context (in Fig. 1). Based on the princi-
ples, we propose a Unified Video Comprehension Frame-
work (UVCOM) to seamlessly integrate the emphasis of
MR and HD, which effectively bridges the gap and achieves
great performance on both tasks consistently. Specifically,
we first design a novel Comprehensive Integration Mod-
ule (CIM) to progressively facilitate the integration on in-
tra and inter-modality across multi-granularity. CIM first
efforts to propagate the aggregated semantic phrases from
the text into the visual feature to realize local relationship
perception. Then, it accumulates global information from
video by utilizing the moment-awareness feature as an in-
termediary. With a comprehensive view of the entire video,
CIM facilitates the understanding of particular intervals and
highlight contents, which is beneficial to identify the de-
sired moment and non-related ones. Furthermore, we intro-
duce a multi-aspect contrastive learning which incorporates
clip-text alignment to consolidate the local relation model-
ing, and video-linguistic discrimination to enhance the qual-
ity of accumulated global information.

We conduct extensive experiments on five popular
MR/HD benchmarks to validate the effectiveness of our
framework and the results show that UVCOM notably out-
performs existing methods for all benchmarks.

Overall, our contributions are summarized as follows:

• Based on our investigation into the emphasis of Moment
Retrieval and Highlight Detection, we present two prin-
ciples for framework design. Guided by them, we pro-
pose a Unified Video Comprehension Framework called
UVCOM to effectively bridge the gap between two tasks.

• In UVCOM, a Comprehensive Integration Module (CIM)
is designed to perform progressive intra and inter-
modality interaction across multi-granularity, which
achieves locality perception of temporal and multi-modal
relationships as well as global knowledge accumulation
of the entire video.

• Without bells and whistles, our method outperforms all
existing state-of-the-art methods by a remarkable margin,
e.g., +5.97% in R1@0.7 for MR than UniVTG [24] on
TACoS [37] and +3.31% in HIT@1 for HD than QD-
DETR [31] on QVHighlights [21].

2. Related Work
Moment Retrieval. Moment Retrieval is a task that aims
at retrieving the target moment, i.e., one [8] or many [20]
continuous intervals in a video given the text descrip-
tion. Generally, the model will focus more on the re-
lationship across adjacent frames for better localization.
Previous works retrieve video intervals into two perspec-
tives: proposal-based and proposal-free. The proposal-
based methods [8, 9, 15, 44, 50] follow the propose-then-
rank pipeline, where they first generate candidate propos-
als then rank them based on matching scores. Liu et
al. [25] and Hendricks et al. [15] utilize sliding windows
to scan the entire video for candidate proposals genera-
tion and calculate the similarity with textual embedding
for selection. On the other hand, the proposal-free meth-
ods [10, 22, 32, 34, 45, 59, 62] directly regress the start and
end timestamp via video-text interaction. Yuan et al. [59]
and Mun et al. [32] generate the temporal coordinates of
sentence by multi-modal co-attention mechanism. Further-
more, Rodriguez et al. [34] utilizes a simple dynamic filter
instead of cross attention to match video and text embed-
ding.

Highlight Detection. Highlight Detection aims to iden-
tify highlights or important segments with high potential
appeal in a video. Compared with Moment Retrieval, It
is necessary for the model to associate the whole video
content for fitting saliency distribution of each clip. Many
prior works [12, 52, 56, 56, 58] adopt ranking formula-
tion where they rank the important segments with higher
score. Video2Gif [12] trains a generic highlight predictor
to produce GIF from videos. Rochan et al. [39] designs
a task-specific highlight detectors to automatically create
highlights from the user history. Recently, Badamdorj et
al. [1] elaborates on fusing visual and audio content to gen-
erate better video representations.

MR and HD share many similar properties. Moment-
DETR [21] puts forward a novel dataset which first includes
two tasks and provides a simple DETR-based [2] network.
To improve the query quality, UMT [27] proposes to adopt
audio, visual and text content for query generation. Fur-
thermore, QD-DETR [31] exploits the textual information
by involving video-text pair negative relationship learning,
achieving greater performance. However, previous meth-
ods simply train and optimize two tasks without considering
the different emphasis of each task. To address this issue,
we propose a novel unified framework UVCOM that effec-
tively associates the speciality of MR and HD to achieve
comprehensive understanding.

3. Method
Given a video of L clips {v1, v2, . . . , vl} and a textual ex-
pression of N words {e1, e2, . . . , en}, the goal of MR is
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Figure 2. Overview of UVCOM. Based on the exploration of MR and HD, we propose a unified video comprehension framework guided
by the design principles. Specifically, the model takes a video with language description as input. After encoding and early-fusion process,
we design a Comprehensive Integration Module (CIM) to achieve subsequent progressive integration on intra and inter-modality across
multi-granularity. Finally, the multi-task heads output the moment spans for MR and saliency scores for HD.

to localize the most relevant moment with the center coor-
dinate and duration, while HL is to generate the saliency
score distribution for the whole video.

3.1. Visual-Text Encoding
Visual Encoder. Following previous works [21, 24, 27,
31], we utilize the pretrained backbone, e.g., SlowFast [6],
video encoder of CLIP [36] and I3D [3] to extract visual
features Fv 2 RL⇥D of the video. Note that D demotes the
channel.
Language Encoder. Simultaneously, text encoder of
CLIP is adopted to encode the linguistic expression into the
textual embedding Ft 2 RN⇥D.

With the visual and textual features, we apply a bidirec-
tional transformer-based encoder [13, 29, 55] to perform
the early fusion. It coarsely encodes features in different
modalities and outputs preliminary aligned visual and tex-
tual representations.

3.2. Comprehensive Integration Module
After getting the visual and textual representations, we de-
sign a Comprehensive Integration Module (CIM) to per-
form progressive intra and inter-modality integration across
multi-granularity. Specifically, we leverage Expectation-
Maximum (EM) Attention [23] on associating inner-
modality content to generate the moment-wise visual fea-
tures and phrase-wise textual features, respectively. Then
we propose Local Relation Perception (LRP) module to
unify temporal relationship modeling and inter-modality fu-
sion, which reformulates the temporal and modality inter-
connection to enhance the locality perception. Finally, we
utilize a standard encoder to produce the video-wise feature
by integrating the correlation between moment and clip-
wise visual features.

Dual Branches Intra-Modality Aggregation. A video
usually contains more than one event and irrelevant back-

ground scenes. The same scenario happens in textual de-
scriptions where insignificant words and unconstrained ex-
pressions may cause potential ambiguity. To tackle the
problem, we propose to utilize RBF-kernel based EM At-
tention [17, 23] to aggregate the clip/word-level features.
As shown in Fig. 2, it is a dual-branches structure. The clip-
to-moment branch aims at incorporating the relationship of
each clip to enhance the desired event representations while
suppressing the background noise. Meanwhile, the word-
to-phrase branch is to emphasize the referred moment de-
scription by accumulating contextual information.

Specifically, we fit the distribution of Fv and Ft by a sep-
arated Gaussian Mixture Model [38] to generate the com-
pact moment and phrase-level representations via the cen-
troid of Gaussians. Taking Fv as an example, we utilize a
linear superposition of nv Gaussians to capture the statistics
of f i

v
2 RD (the i-th snippet of Fv):

p(f i

v
) =

nvX

k=1

zv
k
N (f i

v
|µk,⌃k), (1)

where zv
k

2 R, µk 2 RD and ⌃k 2 RD⇥D denote the
weight, mean and covariance of k-th Gaussian basis for the
clip-to-moment branch. We substitute the covariance with
an identity matrix I for simplification and employ the ra-
dial basis function (RBF Kernel) K(f i

v
, µk) to estimate the

posterior probability N (f i

v
|µk, I):

K(f i

v
, µk) = exp(��

��f i

v
� µk

��2
2
), (2)

where � > 0 is an adjustable hyper-parameter to control
the distribution. Afterwards, at t-th iteration, we update the
weight Z(t) 2 RL⇥nv in the E Step and re-estimate µ(t) 2
Rnv⇥D in the M step, which can be formulated as:

µ(t) = Norm1(Z
(t))TFv, t 2 {1, . . . , T} . (3)

Furthermore, in contrast to conventional cluster methods
that only involve iterative update, the initialized means µ(0)
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Figure 3. Illustration of Local Relation Perception (LRP)
module. We first process the visual feature Fv with a Conv1D
Block. Then we develop a Bidirectional Modality Random Walk
(BMRW) algorithm to exploit the power of fine-grained multi-
modal interaction. The affinity Z is generates by scaled dot prod-
uct: Z = �zF 0(0)

v (F (0)
p )>.

we set are learnable. Therefore, they can effectively capture
the feature distribution of the dataset through the standard
back-propagation.

After t iterations, we obtain the fine-grained moment-
wise representation Fm from µ(t) which fully aggregates
the contextual information. Similarly, we operate the above
steps on word-to-phrase branch to generate the phrase-level
linguistic feature Fp 2 Rnt⇥D, where nt indicates the num-
ber of Gaussian basis in word-to-phrase branch.

Local Relation Perception. Previous methods [21, 27,
31] directly perform cross-modal fusion between clip and
word-level features, disregarding the temporal relation and
valuable semantic interaction across different granularities.
Without the information from adjacent clips, the simple and
coarse clip-word fusion will easily deviate the model from
focusing on the relevant boundary clips, causing incorrect
localization. To address the aforementioned weakness, we
design a Local Relation Perception (LRP) module to ex-
cavate both temporal and inter-modality relationships. As
shown in Fig. 2, we first utilize a temporal convolution
block to improve the locality perception of clip-level fea-
tures, which can be formulated as:

F 0
v = Conv (Fv) + Fv. (4)

Since simply incorporate clip-level relation may introduce
local redundancy, we leverage fine-grained inter-modal in-
teraction to re-calibrate the attention for activating the rel-
evant moments. Intuitively, a straightforward approach is

to utilize cross-attentive mechanism [27, 31] to perform
inter-modal interaction. Nevertheless, the complex sce-
nario in an untrimmed video, e.g., footage transitions and
irrelevant events, will increase the likelihood of attention
drift which leads to the undesirable local activation. More-
over, although phrase-wise linguistic features specify re-
ferred moment description and alleviate the impact of noise
in contrast to word-wise one, it may potentially contribute
to attention drift due to the irrelevant accumulated words.
Therefore, inspired by [11, 17, 33], we design a bidirec-
tional modality random walk (BMRW) algorithm to miti-
gate the mentioned drawbacks and fully exploit the power
of the fine-grained multi-modal interaction. It propagates
the textual prior into the visual features for highlighting the
corresponding local context and suppressing unrelated ones.
Simultaneously, linguistic features are refined through the
incorporation of updated visual content. As shown in Fig. 3,
there are multiple iterations in BMRW where two modali-
ties features learn collaboratively in visual-linguistic shared
embedding space until convergence.

Formally, we first define the F 0
v , Fp as initial features

F 0(0)
v

, F (0)
p at 0-th iteration and formulate affinity Z by

scaled dot product: Z = �zF 0(0)
v

(F (0)
p )>, where �z is the

scaling factor. At t-th iteration, the phrase-wise linguistic
feature F (t)

p is updated by the original feature F (0)
p and the

visual output F 0(t�1)
v

from previous iteration:

F (t)
p

= !Norm1(Z)>F 0(t�1)
v

+ (1� !)F (0)
p

, (5)

Subsequently, it is projected into the temporal-awareness
feature F 0(t)

v
:

F 0(t)
v

= !ZF (t)
p

+ (1� !)F 0(0)
v

, (6)

where ! 2 (0, 1) is the factor which controls the degree of
modalities fusion. Then, we substitute F (t)

p into Eq. (6) to
derive the iterative update formula of F 0(t)

v
:

F 0(t)
v

= (!2A)tF 0(0)
v

+(1�!)
t�1X

i=0

(!2A)i(!ZF (0)
p

+F 0(0)
v

),

(7)
where A denotes ZNorm1(Z)>. Intuitively, the moment-
specific regions of visual features can be fully activated by
the guidance of textual features after multiple iterations.
Moreover, to avoid the potential issue of unexpected gradi-
ent and high computation cost, we use an approximate infer-
ence function based on Neumann Series [30] when t ! 1:

F 0(1)
v

= (1� !)(I � !2A)�1(!ZF (0)
p

+ F 0(0)
v

). (8)

In this manner, the model realizes a synergistic tem-
poral and inter-modality relation integration and generates
a more comprehensive visual representation Fnew

v
, i.e.,

F 0(1)
v

in Eq. (8).
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Global Knowledge Accumulation. As illustrated in
Fig. 1, Highlight Detection prioritizes global information
of videos. QD-DETR [31] uses a saliency token to cap-
ture general information. However, the input-agonist design
might cause the inferior perception of the text-related inter-
vals due to the non-referential search area. To mitigate the
concern, we propose to use the moment-aware feature as
intermediate guidance to accumulate the global knowledge
of a video. Specifically, we derive the most relevant snip-
pet F 0

m by measuring the similarity between the moment-
wise Fm and phrase-wise embeddings Fp. Then, a stack of
transformer encoder layers [46] are utilized to excavate the
correlation between F 0

m and Fnew

v
. The overall process is:

Fg

v
,F l

v
= Encoder(Concat[F 0

m,Fnew

v
]). (9)

Consequently, the semantic snippet is obliged to focus on
the referred moment and suppress the non-target response,
which eventually produces the video-wise feature Fg

v
2

R1⇥D. In addition, F l

v
2 RL⇥D is greatly enriched by the

supplement of global information.

3.3. Multi-Aspect Contrastive Learning
As discussed in Sec. 3.2, CIM can better accomplish lo-
cal relation enhancement in temporal and inter-modality as
well as global knowledge accumulation of a video. It is an-
ticipated that the explicit supervision of each objective will
further consolidate the effectiveness. To this end, we intro-
duce multi-aspect contrastive learning in two folds:
Clip-Text Alignment. This loss bridges the semantic gap
between the textual expression and the clip-level features,
which further improves the quality of local relation model-
ing. Specifically, we first average Ft to get the sentence-
level textual embedding F 0

t 2 R1⇥D and then measure the
relevance with clip-level visual representation Fnew

v
:

Sct =
Fnew

v
· F 0>

t

kFnew
v

k · kF 0
tk
. (10)

Finally, we compute the contrastive loss by matrix multipli-
cation:

Lcta = �LogSoftmax (Sct) ·Gct, (11)
where Gct is annotated to 1 for relevant clips and 0 for oth-
ers.

Video-Linguist Discrimination. It aims at constructing
the fine-grained multi-modal joint space where video-level
visual feature {Fg

v(i)}
B

i=1 closens relevant sentence-level
textual representation {F 0

t(i)}Bi=1 while distances unrelated
ones within a batch B. Similar to [28, 36, 51], the whole
process can be formulated as:

Lvld = �
BX

i=1

Log
exp

⇣
Fg

v(i) · F
0>
t(i)

⌘

P
B

j=1 exp
⇣
Fg

v(i) · F 0>
t(j)

⌘ . (12)

3.4. Prediction Heads and Loss Function
Multi-Task Prediction Heads. As depicted in Fig. 2,
there are two simple heads built on top of the Comprehen-
sive Integration Module for Moment Retrieval and High-
light Detection respectively. Similar to [18, 21, 31], Mo-
ment Retrieval Head comprises a standard transformer de-
coder [14, 47, 65] where we leverage Ft as the query to
generate a series of moment spans Pm. Highlight Detection
Head consists of two groups of single fully-connected layer
for linear projection. Accordingly, we get the prediction
saliency scores Ps 2 RL⇥1:

Ps =
Fg

v
w>

g
· F l

v
w>

lp
d

, (13)

where wg and wl 2 Rd⇥D are learnable weights.

Total Loss. We supervise our framework by four groups
of training objective functions. For MR, L1 loss and GIoU
loss are adopted to measure the disparity between GT mo-
ment Gm and prediction spans Pm :

LMR = �gIoULgIoU (Pm, Gm) + �L1LL1(Pm, Gm).
(14)

Moreover, the loss functions for HD consist of margin rank-
ing loss Lmargin and rank-aware loss Lrank following [31].
Both losses work in tandem to ensure the predicted saliency
scores Ps conform to the ground truth scores Gs :

LHD = �HD [Lmargin(Ps, Gs) + Lrank(Ps, Gs)] (15)

Inspired by [5, 31], we involve hard samples into training
process for diversifying the formulations of local and global
relationships of different video-text pairs. Briefly, we cate-
gorize the lowest relevance between video and text as hard
samples and suppress their saliency scores Phard

s
during

training:
Lhard = ��hardLog(1� Phard

s
) (16)

In addition, the objective of multi-aspect contrastive learn-
ing promotes semantic associations between text descrip-
tions and visual contents of multi-granularity:

Lcon = �ctaLcta + �vldLvld. (17)

Generally, the total loss is expressed as:

Ltotal = LHD + LMR + Lhard + Lcon. (18)

The � above are hyper-parameters for balancing the losses.

4. Experiments
4.1. Datasets and Evaluation Metrics
Datasets. We evaluate our model on five prevalent
MR/HD benchmarks: QVHighlights [21], Charades-
STA [7], TaCoS [37], TVSum [42] and YouTube High-
lights [43]. Due to the space limitation, the details of each
datasets are included in the supplementary material.
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MR HD

R1 mAP � Very GoodMethod

@0.5 @0.7 @0.5 @0.75 Avg. mAP HIT@1

M-DETR [21] 52.89 33.02 54.82 29.40 30.73 35.69 55.60
UMT† [27] 56.23 41.18 53.83 37.01 36.12 38.18 59.99
UniVTG [24] 58.86 40.86 57.60 35.59 35.47 38.20 60.96
MH-DETR [54] 60.05 42.28 60.75 38.13 38.38 38.22 60.51
QD-DETR† [31] 63.06 45.10 63.04 40.1 40.19 39.04 62.87
EaTR [18] 61.36 45.79 61.86 41.91 41.74 37.15 58.65
UVCOM 63.55 47.47 63.37 42.67 43.18 39.74 64.20
UVCOM † 63.81 48.70 64.47 44.01 43.27 39.79 64.79

With ASR Captions Pretrain

M-DETR [21] 59.78 40.33 60.51 35.36 36.14 37.43 60.17
UMT [27] 60.83 43.26 57.33 39.12 38.08 39.12 62.39
QD-DETR [31] 64.10 46.10 64.30 40.50 40.62 38.52 62.27
UVCOM 64.53 48.31 64.78 43.65 43.80 39.98 65.58

Table 1. Jointly MR and HD results on QVHighlights test split.
† indicates training with audio modality. With ASR Caption Pre-
train denotes models pretrained on ASR captions [21].

Method
Charades-STA TACoS

R1@0.5 R1@0.7 R1@0.5 R1@0.7

2D TAN [64] 46.02 27.50 27.99 12.92
VSLNet [62] 42.69 24.14 23.54 13.15
M-DETR [21] 53.63 31.37 24.67 11.97
QD-DETR [31] 57.31 32.55 – –
UniVTG [24] 58.01 35.65 34.97 17.35

UVCOM 59.25 36.64 36.39 23.32

Table 2. MR results on Charades-STA test split and TACoS
test split. The pre-extracted features are from SlowFast [6] and
CLIP [36].

Metrics. Following [2, 21, 27], we measure the perfor-
mance of our model by the same criteria for QVhighlights,
Charades-STA, TACoS, YouTube Highlights and TVSum.
For descriptions of the metrics corresponding to datasets,
please see the supplementary material.

4.2. Implementation Details
Pre-extracted Features. For a fair comparison, we take
the same features of video, text and audio from corre-
sponding pretrained feature extractors, e.g., SlowFast [6],
CLIP [36], PANN [19]. For more details please refer to
supplementary material.

Training Settings. Our model is trained with AdamW op-
timizer where the learning rate is 1⇥10�4 and weight decay
is 1 ⇥ 10�4 by default. The encoder of Global Knowledge
Accumulation and the decoder of Moment Retrieval Head
compose of three layers of transformer blocks. The coeffi-
cients for losses are set to �cta = 0.5,�hard = 1,�vld =
0.5,�HD = 1,�gIoU = 1,�L1 = 10 in default. Due to
space limitations, please see the supplementary material for
more training details.

4.3. Main Result
QVHighlights. We compare our method to previous
methods on QVHighlights in Tab. 1. Benefiting from the
comprehensive understanding of the video, our UVCOM
achieves new state-of-the-art performance on different set-
tings and shows a significant margin across all met-
rics. Specifically, our approach outperforms EaTR [18] by
2.25% on the average of all metrics. Incorporating with
video and audio modality, UVCOM yields a clear improve-
ment of 3.6% in R1@0.7, 4% in mAP@0.75 for MR and
2% in HID@1 for HD compared to QD-DETR [31]. Fur-
thermore, with ASR caption pretraining, UVCOM achieves
the greatest performance on more stringent metrics, e.g.,
43.8% in Avg. mAP for MR and 39.98% in Avg. mAP
for HD, demonstrating the effectiveness of our method.

Charades-STA & TACoS. In order to evaluate the per-
formance of our method in precise moment localization,
we report the results on Charades-STA and TACoS bench-
marks. As depicted in Tab. 2, UVCOM outperforms QD-
DETR [31] by about 4% R1@0.7 using SlowFast and CLIP
features in Charades-STA dataset while boosts 6% R1@0.7
than UniVTG [24] in TaCoS. It is worth noting that we also
validate our model surpasses the existing SOTA methods
using VGG features (see in supplementary material).

YouTube Highlights & TVSum. For Video Highlight
Detection, we conduct experiments on TVSum and
YouTube Highlights. Considering the fact that the scale
and scoring criteria of TVSum is small and inconsistent,
our method gains incoherently among domains. However,
in Tab. 4, it still boost an improvement of 1.3% in Avg.
mAP compared with the SOTA methods. As shown in
Tab. 3, our method achieves 76.4% and 77.4% in Avg. mAP
without audio source under different settings. Note that the
features used in UniVTG [24] and UMT [27] on YouTube
Highlights are different. Therefore, we follow the same pro-
tocol of each for a fair comparison.

4.4. Ablation Study
In this section, we conduct a series of analysis experiments
on the val split of QVHighlights benchmark and train the
model from scratch without audio modality.

Component Analysis. We first verify the effectiveness
of the proposed Comprehensive Integration Module (CIM)
and Multi-Aspect Contrastive Learning (MCL). As illus-
trated in Tab. 5, both of them brings improvement and
their combination contributes to better performance ,i.e.,
+5.71% in Avg. mAP, which demonstrates the effective-
ness of the comprehensive understanding. To further in-
vestigate the validity of three modules involved in CIM,
we provide additional experiments on Dual Branches Intra-
Modality Aggregation (DBIA), Local Relation Perception
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Method Dog Gym. Par. Ska. Ski. Sur. Avg.

GIFs [12] 30.8 33.5 54.0 55.4 32.8 54.1 46.4
LSVM [43] 60.0 41.0 61.0 62.0 36.0 61.0 53.6
LIM-S [52] 57.9 41.7 67.0 57.8 48.6 65.1 56.4
SL-Module [53] 70.8 53.2 77.2 72.5 66.1 76.2 69.3
MINI-Net† [16] 58.2 61.7 70.2 72.2 58.7 65.1 64.4
TCG† [57] 55.4 62.7 70.9 69.1 60.1 59.8 63.0
Joint-VA† [1] 64.5 71.9 80.8 62.0 73.2 78.3 71.8
UMT†[27] 65.9 75.2 81.6 71.8 72.3 82.7 74.9
UniVTG [24] 71.8 76.5 73.9 73.3 73.2 82.2 75.2

UVCOM1 73.8 77.1 75.7 75.3 74.0 82.7 76.4
UVCOM2 66.5 77.4 82.8 78.7 74.2 84.6 77.4

Table 3. HD results of mAP on YouTube HL. † de-
notes using audio modality. 1 and 2 indicate using the
same visual and textual features of UniVTG and UMT.

Method VT VU GA MS PK PR FM BK BT DS Avg.

sLSTM [63] 41.1 46.2 46.3 47.7 44.8 46.1 45.2 40.6 47.1 45.5 45.1
LIM-S [52] 55.9 42.9 61.2 54.0 60.4 47.5 43.2 66.3 69.1 62.6 56.3
Trailer [48] 61.3 54.6 65.7 60.8 59.1 70.1 58.2 64.7 65.6 68.1 62.8
SL-Module [53] 86.5 68.7 74.9 86.2 79.0 63.2 58.9 72.6 78.9 64.0 73.3
MINI-Net† [16] 80.6 68.3 78.2 81.8 78.1 65.8 57.8 75.0 80.2 65.5 73.2
TCG† [57] 85.0 71.4 81.9 78.6 80.2 75.5 71.6 77.3 78.6 68.1 76.8
Joint-VA† [1] 83.7 57.3 78.5 86.1 80.1 69.2 70.0 73.0 97.4 67.5 76.3
UniVTG [24] 83.9 85.1 89.0 80.1 84.6 81.4 70.9 91.7 73.5 69.3 81.0
UMT†[27] 87.5 81.5 88.2 78.8 81.5 87.0 76.0 86.9 84.4 79.6 83.1
QD-DETR [31] 88.2 87.4 85.6 85.0 85.8 86.9 76.4 91.3 89.2 73.7 85.0

UVCOM 87.6 91.6 91.4 86.7 86.9 86.9 76.9 92.3 87.4 75.6 86.3

Table 4. HD results of Top-5 mAP on TVSum. † denotes using audio modal-
ity. The 2-nd performance values are highlighted by underline.

CIM MCL
MR HD

R1 R1 mAP mAP HIT@1@0.5 @0.7 Avg.

61.55 44.84 40.08 37.10 62.0
X 62.84 48.77 43.6 39.33 62.97

X 60.77 44.06 40.48 38.81 62.06
X X 65.10 51.81 45.79 40.03 63.29

Table 5. Effectiveness of the proposed modules.

DBIA LRP GKA
MR HD

R1 R1 mAP mAP HIT@1@0.5 @0.7 Avg.

60.77 44.06 40.48 38.81 62.06
X 62.32 46.71 41.03 38.73 62.58

X 62.06 46.45 41.42 38.57 62.45
X X 63.74 49.16 43.45 39.54 64.26
X X 64.71 50.0 43.69 39.69 63.16

X X 64.84 50.0 44.02 39.58 64.13
X X X 65.10 51.81 45.79 40.03 63.29

Table 6. Effects of the components designed of proposed CIM module.

Method
MR HD

R1 R1 mAP mAP HIT@1@0.5 @0.7 Avg.

Average 63.48 49.87 44.10 39.81 63.16
K-Means 62.58 48.39 43.13 39.47 62.26
EM-Att 64.32 50.26 44.49 39.82 64.0
EM-Att† 65.10 51.81 45.79 40.03 63.29

Table 7. Impact of various aggregation methods. † indicates
the EM Attention module with RBF kernel.

Method
MR HD

R1 R1 mAP mAP HIT@1@0.5 @0.7 Avg.

Cross Attention 63.03 49.87 43.79 39.63 63.94
BMRW 65.10 51.81 45.79 40.03 63.29

Table 8. Comparison of different modality interaction strategies.

(LRP) and Global Knowledge Accumulation (GKA). As
shown in Tab. 6, since GKA facilitate the understanding
of global context, the ablation of it leads to inferior per-
formance on HD, i.e., �1.1% in HIT@1. Moreover, LRP
brings a clear improvement of +2.34% in Avg. mAP on
MR, proving the enhancement on locality perception.

Aggregation Method. We study the impacts on various
aggregation methods utilized in DBIA module. As illus-
trated in Tab. 7, we believe the superiority of our RBF ker-
nel based EM-Attention derives from two aspects: 1) Com-
pared with “Average” and K-Means, our method enhances
the desired moment representation while suppresses noises.
2) RBF kernel maps features into a high-dimensional latent
space while modeling the relationship within it, which is
beneficial for the subsequent aggregation.

Modality Interaction Strategy. We investigate the ef-
fects of different modality interaction strategies in Lo-
cal Relation Perception. As shown in Tab. 8, replacing

BMRW by cross attention mechanism results in 2% perfor-
mance degradation, which demonstrates the effectiveness
of BMRW. Furthermore, we provide visualization of fea-
tures to prove the rationality of LRP. It can be seen in Fig. 5
that the utilization of cross-attentive mechanism leads to the
emergence of attention drift. In contrast, through iterative
multi-modal learning in shared space, BMRW mitigates the
issue, thereby facilitating more precise localization. More-
over, LRP achieves the local relation perception evidenced
by clearer strip-like attention patterns in Fig. 5.

Grounding Consistency. Benefiting from the task-
specific design, our method yields greater consistency in
the joint solution of MR and HD. To quantify the perfor-
mance coherence, on one hand, we count the videos with
accurate hightlight-ness estimation (mAPHD > 0.8) and
calculate MR mAP for those videos as shown in Fig. 6 (a).
On the other hand, we measure the HD mAP and quantities
of videos with precise moment spans (mAPMR > 0.8) as
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Figure 4. Visullization comparison on MR and HD. QD indicates previous state-of-the-art method QD-DETR [31]

Query: The old statues have butterflies on them

Cross
Attention

LRP
Module

Figure 5. Illustration of different modality interaction strate-
gies. The red bounding box indicates the relevant interval and the
white bounding box denotes the start and end clips.

shown in Fig. 6 (b). The results demonstrate that UVCOM
effectively bridges the gap between two tasks for which our
method is superior on all statistics, i.e., MR and HD preci-
sion as well as quantity.

4.5. Qualitative Results
As shown in Fig. 4, The local-global enhancement and com-
prehensive understanding allows our method to accurately
model the saliency distribution and localize timestamps of
the moment precisely. Comparatively, without the explicit
association of characteristics of two tasks, QD-DETR [31]
struggles to handle simultaneously in complex scenarios.

5. Conclusion
In light of the different emphasis on MR and HD, we
propose a unified video comprehension framework called
UVCOM under the guidance of design principles to effec-
tively bridge the gap between two tasks. By performing pro-
gressive intra and inter-modality interaction across multi-
granularity, UVCOM achieves locality perception of tem-

Figure 6. Illustration of grounding consistency of MR and HD.
(a) indicates the videos collected by mAPHD > 0.8. (b) indicates
the videos collected by mAPMR > 0.8.

poral and multi-modal relationship as well as global knowl-
edge accumulation of the entire video. Moreover, we in-
troduce multi-aspect contrastive learning to provide the ex-
plicit supervision of above two objectives. Extensive stud-
ies validate our model’s comprehensive understanding of
videos and show our UVCOM remarkably outperforms the
existing state-of-the-art methods.
Limitations. Since we just use a simple way to handle au-
dio features instead of specific design, we think that the ex-
plicit design for audio features is an interesting future direc-
tion.
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