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Abstract

Considerable efforts have been devoted to Oriented Ob-
ject Detection (OOD). However, one lasting issue regard-
ing the discontinuity in Oriented Bounding Box (OBB) rep-
resentation remains unresolved, which is an inherent bot-
tleneck for extant OOD methods. This paper endeavors
to completely solve this issue in a theoretically guaranteed
manner and puts an end to the ad-hoc efforts in this di-
rection. Prior studies typically can only address one of
the two cases of discontinuity: rotation and aspect ratio,
and often inadvertently introduce decoding discontinuity,
e.g. Decoding Incompleteness (DI) and Decoding Ambi-
guity (DA) as discussed in literature. Specifically, we pro-
pose a novel representation method called Continuous OBB
(COBB), which can be readily integrated into existing de-
tectors e.g. Faster-RCNN as a plugin. It can theoreti-
cally ensure continuity in bounding box regression which
to our best knowledge, has not been achieved in literature
for rectangle-based object representation. For fairness and
transparency of experiments, we have developed a modu-
larized benchmark based on the open-source deep learning
framework Jittor’s detection toolbox JDet for OOD evalua-
tion. On the popular DOTA dataset, by integrating Faster-
RCNN as the same baseline model, our new method out-
performs the peer method Gliding Vertex by 1.13% mAPs,
(relative improvement 1.54%), and 2.46% mAP7s (relative
improvement 5.91%), without any tricks.

1. Introduction

Object detection constitutes a fundamental task within the
realm of computer vision. In conventional object detec-
tion scenarios [52], the commonplace approach involves the
localization of objects using Horizontal Bounding Boxes
(HBB). However, in many real-world settings such as re-
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Figure 1. Examples of Discontinuity in OBB Representations.
(a) Acute-angle Representation limits the rotation angle of OBBs
inside a range of 5 ([—7%, §) in this example). The red OBB;
and the blue OBB., are similar, but their representations are signif-
icantly different. (b) Long-edge Representation determines the ro-
tation angle € by the long side and the x-axis. A slight disturbance
in the aspect ratio of square-like OBBs will cause a huge change
in their representation, which causes Aspect Ratio Discontinuity.
(c) CSL [37] divides the rotation angle into several classifications
(6 classifications in this figure). OBB between two classifications
cannot be accurately represented, which brings DI. (d) GWD [40]
denotes OBBs by Gaussian distribution. As the squares with dif-
ferent rotation angles can correspond to the same Gaussian, the

orientation of decoded squares will be ambiguous.

mote sensing [3, 32] and scene text [13, 19], where objects
exhibit arbitrary orientations, HBBs are inadequate in pre-
cisely delineating object boundaries. To overcome this is-
sue, Oriented Bounding Boxes (OBB) [32], conceptualized
as rotated rectangles, have been introduced as a more suit-
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able representation for Oriented Object Detection (OOD).

Various models have been proposed for OOD [2, 7, 17,
20, 35]. However, as illustrated in Figs. la-1b, prevalent
representation methods for OBBs exhibit discontinuity is-
sues, encoding similar OBBs into distinct vectors. This
introduces challenges in training neural networks as re-
gression targets for similar input features may differ sig-
nificantly, potentially causing confusion and hindering the
training process. The relationship between two OBBs can
be conceptualized as one being transformed into the other
through geometric operations: translation, rotation, scaling,
and aspect ratio changes. While translation and scaling are
relatively benign, rotation and aspect ratio changes are pri-
mary sources of discontinuity.

Rotation discontinuity, often referred to as the “Bound-
ary Problem” [37] or “Rotation Sensitive Error” [23], stems
from the periodicity of rotation angles. Although prior ef-
forts [37, 39, 46] have addressed this, most of them still suf-
fer from discontinuity arising from changes in aspect ratio.
Some other methods, e.g. Gliding Vertex [35], effectively
address aspect ratio discontinuity. Nonetheless, these tech-
niques continue to face challenges in overcoming rotation
discontinuity. The discontinuity phenomena emerge during
the encoding of OBBs into the regression target. Conse-
quently, they can be termed encoding discontinuity.

Additionally, existing methods aim at resolving the
encoding discontinuity issue, yet meanwhile would of-
ten bring about decoding discontinuity, namely Decoding
Incompleteness (DI) and Decoding Ambiguity (DA). DI
arises when OBBs cannot be accurately represented, of-
ten attributed to angle discretization and classification as
exemplified by CSL [37] in Fig. lc. DA, on the other
hand, pertains to instances where distinct OBBs share sim-
ilar representations, rendering predicted OBBs sensitive to
minor disturbances in the model’s output, exemplified by
GWD [40] in Fig. 1d. Fundamentally, DI and DA result
in decoded OBBs lacking continuity concerning their rep-
resentation. Hence, we categorize DI and DA as decoding
discontinuities. The decoding discontinuities bring preci-
sion errors and directly degrade the prediction precision.

Due to the absence of a rigorous definition, prior ap-
proaches have often addressed discontinuity issues incom-
pletely. To address this, we introduce formal continuity
metrics, evaluating previous methods using these bench-
marks. As a comprehensive solution to discontinuity prob-
lems, we propose Continuous OBB (COBB)—a novel,
continuous OBB representation satisfying all defined met-
rics. COBB employs nine parameters derived from con-
tinuous functions based on the outer Horizontal Bounding
Box (HBB) and OBB area. This ensures continuity as the
outer HBB and OBB area undergo continuous changes dur-
ing shape transformations. Our COBB can be easily inte-
grated into existing OOD methods by simply replacing their

original representations of OBB with ours.

We have developed a benchmark using the detection
toolbox JDet of Jittor [10] which is an open-source deep
learning framework friendly to vision tasks. In particular, a
fair comparison across different models is made by aligning
the data augmentation schemes and diverse techniques.

Our experiments on this benchmark demonstrate the ef-
fectiveness of COBB across diverse datasets and baseline
detectors, particularly demonstrating advantages in high-
precision object detection. Notably, it achieves a 3.95% im-
provement in mAP75; when applied to Faster R-CNN on the
DOTA Dataset. Detailed results are presented in Sec. 5.

Our contributions encompass the following aspects:

* We systematically analyze the inherent discontinuity is-
sues in existing OBB representation methods for OOD,
and introduce formal metrics to assess their continuity.

* Building upon our findings, we introduce COBB, a fully
continuous representation of OBBs.

* We construct a new benchmark for fair comparisons
among OOD methods. Experiments on this benchmark
validate the effectiveness of our approach, highlighting
its advantages in high-precision OOD.

2. Related Work
2.1. Oriented Object Detection

With the increasing adoption of deep learning in computer
vision, object detection models [5, 6, 11, 16, 24, 30, 53]
have emerged to enhance computers’ capacity for recogniz-
ing objects in natural images. Typically tailored for predict-
ing HBBs, these models serve as the foundation for OOD
when augmented with modules for OBB prediction. Ro-
tated Faster R-CNN [25] stands as a prominent baseline for
OOD, replacing HBB regression targets with OBBs. Sev-
eral OOD methods, such as Rol Transformer [2], Gliding
Vertex [35], ReDet [7], and Oriented R-CNN [33], follow
a similar structure and can be implemented on the Rotated
Faster R-CNN framework.

While many OOD models share structural similarities,
detailed implementation differences exist (e.g. Gliding Ver-
tex [35] using ResNet101 as the backbone network, whereas
CSL [37] employs ResNet50). To facilitate fair compar-
isons, we established a uniform pipeline with modular al-
ternatives for implementing these models, minimizing im-
plementation disparities.

2.2. Discontinuity in Oriented Object Detection

Methods aiming to handle the discontinuous representation
of OBBs fall into three categories: Loss Improvement, An-
gle Encoding, and New OBB representation.

Loss Imporvement. Modifying the loss is a direct way
to mitigate sudden changes in loss values caused by encod-
ing discontinuity. Approaches like RIL [21] and RSDet [23]
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propose loss functions that approach zero as the model’s
output converges to various representations of the ground
truth OBB. PIoU [1] and SCRDet [38] incorporate Inter-
section over Union (IoU) between prediction results and re-
gression targets in their loss. GWD [40], KLD [41], and
KFIoU [44] convert OBBs into Gaussian distributions for
IoU calculation, introducing potential DA for square-like
objects. While showing empirical effectiveness in reducing
the impact of discontinuity, these approaches do not provide
a theoretical resolution to the problem.

Angle Encoding. Several methods focus on addressing
the Periodicity of Angular (PoA), a primary cause of en-
coding discontinuity [37]. CSL [37] discretizes the rotation
angle into a heavy regression target, with subsequent im-
provements by DCL [39], GF_CSL [29], MGAR [28], and
AR-CSL [48]. While these methods enhance rotation con-
tinuity, most of them struggle with square-like objects and
may introduce DI. PSC [46], FSTC [49], and ACM [34] en-
code the rotation angle into a continuous vector, yet they
still exhibit discontinuity for square-like objects.

New OBB Representation. Other approaches explore
alternative representations for OBBs instead of rectangles
and rotation angles. Gliding Vertex [35] slides the four ver-
tices of a HBB to construct an OBB. O?D-Net [31] and
BBAVectors [45] represent an OBB using its center point
and vectors from the center point to midpoints of its sides.
PolarDet [51] and CRB [47] leverage polar coordinates, yet
the rotation discontinuity still exists. DHRec [22] repre-
sents OBBs with double horizontal rectangles but struggles
with distinguishing symmetrical tilted thin OBBs.

To the best of our knowledge, no method achieves per-
fect elimination of discontinuity. Previous approaches ei-
ther fail in specific boundary situations or introduce DI and
DA. The proposed COBB in this paper provides the first
completely continuous representation of OBBs.

3. Theoretically Continuous Representation

In this section, we first introduce our devised metrics to as-
sess the continuity of existing methods in Sec. 3.1. While
Sec. 3.2 unveils our COBB that theoretically ensures conti-
nuity under these metrics. The continuity of COBB is rigor-
ously demonstrated in Sec. 3.4, with comprehensive details
provided in the supplemental material.

3.1. Metrics for Continuity

As depicted in Fig. 1, prevalent methods for OBB predic-
tion commonly face the challenge of encoding discontinu-
ity. Prior endeavors often address some specific bound-
ary cases, such as nearly horizontal OBBs and square-like
OBBs [35, 37, 46]. While these methods may exhibit con-
tinuity in certain boundary scenarios, they often overlook
others. For instance, CSL [37] maintains rotation continuity
for nearly horizontal OBBs but fails for square-like OBBs.

Table 1. Comparison of Methods Dedicated to Discontinuity.
Tar (R), Tar (A), Loss (R), and Loss (A) stand for Target Rotation
Continuity, Target Aspect Ratio Continuity, Loss Rotation Conti-
nuity, and Loss Aspect Ratio Continuity, respectively. Dec (C) and
Dec (R) stand for Decoding Completeness and Decoding Robust-
ness. Acute-Angle is the common OBB representation that limits
the rotation angle into a range of 5 ([—7, §) for example). Long-
Edge is another common OBB representation, which determines
the rotation angle 6 by the long side and the z-axis, and the 0 is
within a range of length 7. Further explanation of this table is pro-
vided in the supplemental material, see Sec. 8.

Method Tar (R) Tar (A) Loss (R) Loss (A) Dec(C) Dec(R)
Acute-Angle - v - v v v
Long-Edge
RIL [21]
RSDet (127,) [23]
PloU [1]
SCRDet [38]
GWD [40]
KLD [41]
KFIoU [44]
CSL [37]
DCL [39]
GF_CSL [29]
MGAR [28]
AR-CSL [48]
PSC [46]
FSTC [49]
ACM [34]
Gliding Vertex [35]
0’D-Net [31]
BBAVectors [45]
PolarDet [51]
DHRec [22] v

CRB [47]
Ours v v v v
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Furthermore, some methods assert the resolution of the dis-
continuity, yet they still struggle with sudden changes in
regression targets [34, 46].

To formally define continuity, we introduce fg,. as the
mapping function from an OBB to R", and fp.. as the re-
verse mapping from a subset of R™ to an OBB. Notably,
R(x,0) denotes the transformation generating an OBB y
by rotating the initial OBB z by 6 in a clockwise direction.
Meanwhile, A(x,r) generates a set of OBBs {y, z} by ad-
justing one side of OBB « to be r times its original length.
We refer to .S as the set of OBBs, and L symbolizes the loss
function. Models utilize fg,. to convert OBBs into regres-
sion targets and employ fpe. to translate prediction results
into estimated OBBs.

Target Rotation Continuity: Minor rotations should
minimally affect the regression target.

Va € S, lim || fpne(z) — fone (R(z,0)) | =0. (1)
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The corresponding discontinuity is often referred to as the
“Boundary Problem” [37, 39].

Target Aspect Ratio Continuity: Slight changes in as-
pect ratio should minimally impact the regression target.

Ve e S lim Y [[fene(®) = feac@)l =0 @

yEA(z,r)

Loss Rotation Continuity: Small rotations should min-
imally affect the loss value.

Vo € 8, i [[L (fene(2), fone (R(2,0)))[| = 0. (3)

Loss Aspect Ratio Continuity: Minor aspect ratio
changes should minimally alter the loss value.

Ve S lim Y |IL (fene(@), fone®) || = 0. ()

yEA(z,r)

Decoding Completeness: Every OBB can be accurately
represented.

Vx € S,3t € R", IoU (x, fpec(t)) = 1. ®)

Decoding Completeness is equivalent to avoiding Decoding
Incompleteness (DI) illustrated in Fig. lc.

Decoding Robustness: Decoded OBBs should be robust
to slight errors in their representation.

Vo € S,Ve > 0,3¢ > 0,VAd € R" A ||Ad]| < &,

1—IoU (z, fpec (fEnc(z) + Ad)) < €. ©

Decoding Robustness is equivalent to avoiding Decoding
Ambiguity (DA) illustrated in Fig. 1d.

Previous research has covered the first four metrics,
which we formally defined, whereas there’s been limited
exploration of the last two metrics. Our investigation into
existing OBB representation methods helped unveil the ne-
glected discontinuity, which formed the basis for these two
metrics. A further detailed explanation is provided in the
supplemental material. Tab. 1 summarizes existing meth-
ods addressing discontinuity. However, these methods are
not universally continuous. To comprehensively resolve the
problem of discontinuity, we propose COBB, which ensures
both encoding continuity and decoding continuity.

3.2. Our Continuous Representation for OBB

Note that the outer HBB and the area of an OBB un-
dergo continuous changes during shape transformations.
Consequently, we sought to represent an OBB with a 5-
dimensional vector, (z.,y.,w,h,r,). Here, (z¢,y.), w,
and h refer to the center point, width, and height of the outer
HBB, respectively, while r, is the acreage ratio of the OBB
relative to its outer HBB.

It can be proven that only a pair of symmetrical OBBs
shares the same (.., y., w, h, ) (detailed proof is provided

in the supplemental material). However, directly comput-
ing OBBs from (z., Y., w, h,7,) is a complex process. To
address this challenge, we introduce a sliding ratio, 75, to
estimate r,, defined as follows.

T2 —T]
= { - w < h, o

Y2—Y1
ULy > h,

where the x-coordinates of four vertices of the OBB
are sorted as x1,Ts, 3, x4 from small to large, and y-
coordinates are sorted as y1, y2, Y3, y4. It can be proved that
rs can be computed as r; = f(min(r,,1 — r4)), where
f :10,0.5] — [0,0.5] is a continuous strictly increasing
map (proof provided in the supplemental material). This
implies the 5 changes continuously as OBBs transform.

However, as shown in Fig. 2, a total of four different
OBBs can be encoded into the same (., Y., w, h, rs), lead-
ing to potential DA. To mitigate DA, we utilize Intersec-
tion over Unions (IoUs) between the target OBB and the
four OBBs as scores for classification. Importantly, these
ToUs can be directly computed using (z., Y, w, h, rs) and
the classification of the target OBB, eliminating the need
for complex computations involving IoU between arbitrary
OBBs. The detailed computation process is provided in the
supplemental material.

Finally, (z¢,ye, w, h,7s, So, S1, S2, 83) Will be consid-
ered as a continuous representation of OBBs, where sg, s1,
S2, s3 are IoUs between the target OBB and the four OBBs
with the same (x., Yy, w, h, 7).

By reversing the above process, a 9-dimensional vector
is decoded into a single OBB. Without loss of generality, as-
suming w > h, exploiting the properties of similar triangles
allows the computation of o2 — 21 and yo — y1:

Y2 —y1 = Tsh,
1 1-4- 5 (1) ®)

T2 —I1 = w.

2

The classification with the highest IoU score determines the
style of the generated OBB. Using the HBB, x5 — 1, y2 —
y1, and the style, the coordinates of the OBB’s four vertices
can be easily computed. The detailed computation process
is provided in supplemental material.

3.3. Implementing COBB in OOD Models

Most models use the bias between the ground truth and the
assigned proposal as the regression target to take advantage
of the priori information of proposals. In our method, for
horizontal proposal region (x,, yp, wp, hy), the regression
target is computed as follows, same as Faster R-CNN [25]:

—— ty:ﬁ7 tw:1n<ﬂ> , th:1n<£)7 9)
Wy hp wp hp

where box; = (tz,ty,tw,tr) is the target for the outer
HBB, and Az = . — =, Ay = Y — Yp.
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Figure 2. Example of COBB. COBB utilizes the outer HBB (z., y., w, h), sliding ratio 7, and four IoU scores. (a) Example of the outer
HBB and r. In this instance, rs = ¥23%2 when w > h, where y1 and y2 denote the two smaller y-coordinates among the four vertices of
the OBB. (b) Using x., y., w, h, and r, along with the properties of similar triangles, we can derive and solve a system of equations to
obtain the parameters for four OBBs (details provided in the supplemental material). Distinguishing between these OBBs is guided by the
positional relationship between their vertices and the midpoints on each side.

According to Eq. 7, the value of r, lies within the range
[0, 0.5]. To take advantage of this property, an effective way
is to limit the range of prediction results, such as employing
the sigmoid function. In this situation, the regression target
for rs is computed as follows:

Tsig = 2rs. (10)
Another method is extending the domain of 7 as follows:

R 1 + logy(rs)
n 1+logy(1—rs)

re < 0.5,

11
rq > 0.5. (an

Compared with 744, 77, exhibits increased sensitivity to 7
when 7, is small, aiding detectors in precisely predicting
inclined thin objects. Based on the definition of the regres-
sion target of r, our methods fall into two classifications:
COBB-sig and COBB-In.
The regression target of IoU scores is defined as:
st = (50,51, 52, 53), (12)
where )\ is a predefined constant to amplify the gap between
scores of the ground truth and other classifications.

For models employing oriented proposal regions, we ro-
tate the proposal region and target OBB around the cen-
ter of the proposal region until its rotation angle becomes
zero. Subsequently, we calculate the regression target as
that for horizontal proposal regions. By reversing this pro-
cess, OBBs can be easily recovered from the regression tar-
get and the oriented proposal regions. The detailed compu-
tation method is provided in the supplemental material.

In our approach, the loss function is defined as:

L =wi Leis + w2 Liog (boxy, boxy)

(13)
+ wifLT(th Tt) + w4LS(8Pa St)7

where box,, 7p, and s, denote predicted outer HBBs, pre-
dicted r,, and predicted IoU scores, respectively. r; is the
regression target of r,, which is either r,;, for COBB-sig
or ry, for COBB-In. L. stands for the classification loss,
which aligns with that of the baseline model (e.g. cross-
entropy loss for Faster R-CNN [25]). Lpos, Ly, and L are
Smooth L1 Loss [25]. The hyperparameters wy, ws, ws,
and wy are predefined constants.

3.4. Theoretical Guarantee of the Continuity

The COBB, as detailed in Sec. 3.2, theoretically ensures
continuity under the metrics outlined in Sec. 3.1. Here, we
briefly elucidate the reasons behind the continuity, with de-
tailed proofs provided in the supplemental material.

Theoretical Analysis on Encoding Continuity: Ac-
cording to Sec. 3.2, =, y., w, h, and r, exhibit continuity
concerning the outer HBB and the area of the target OBB.
For unambiguous classifications, IoU scores remain contin-
uous concerning ., y., w, h, and rs. In cases of ambiguous
OBB classifications, the IoU scores remain similar regard-
less of the classification. Consequently, the regression tar-
get produced by our method maintains continuity for both
rotation and aspect ratio changes.

Theoretical Analysis on Decoding Continuity: The
OBB generation process in Sec. 3.2 ensures precise reversal
from the 9 parameters, mitigating inherent DI errors.

To avoid DA, the decoder must resist slight changes in its
input. When IoU scores are fixed, the decoded four vertices
remain continuous concerning (., Y, w, h,rs). Notably,
when w is similar to h, the changes in the ordering of val-
ues between w and h do not lead to DA, as x5 —x1 is similar
to yo —y1. If x¢, Yy, w, h, and r4 are fixed, and a slight per-
turbation in IoU scores results in a classification error, the
IoU between the OBB before and after perturbation decod-
ing is close to 1, adhering to the definition of IoU scores. In
summary, our method exhibits resistance to perturbations in
predicted results, thereby avoiding DA.

3.5. Further Comparison with Peer Methods

Compared with Gliding Vertex: The Gliding Vertex
method [35] represents an OBB by sliding the four vertices
of its outer HBB. However, rotation continuity is compro-
mised when the OBB is nearly horizontal. Moreover, its
decoded results manifest as irregular quadrilaterals, and re-
fining these into accurate OBBs introduces accuracy errors.
In contrast, our methods ensure continuous prediction tar-
gets and loss values for nearly horizontal OBBs, and the de-
coded quadrilaterals consistently represent accurate OBBs.
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Table 2. Open source OOD benchmarks.

Table 3. mAP of models in JDet benchmark on DOTA-v1.0.

Benchmark ArialDet OBBDet AlphaRotate [42] MMRotate [54] JDet

DL library  PyTorch  PyTorch Tensorflow PyTorch Jittor
Algorithm 5 10 18 19 20
Dataset 1 6 11 4 6

Compared with CSL-based methods: CSL-based
methods [28, 29, 37, 39, 48] discretize rotation angles, con-
verting angle regression into an angle classification problem
to address rotation discontinuity. However, angle discretiza-
tion introduces DI problems and results in a heavy predic-
tion layer. Additionally, most CSL-based methods do not
maintain continuity in aspect ratio changes when dealing
with square-like OBBs. In contrast, our method ensures en-
coding continuity in both rotation and aspect ratio changes
without introducing DI. Furthermore, our approach encodes
an OBB using only 9 parameters.

4. Benchmarking OOD under JDet
4.1. Brief Description of JDet

Our benchmark utilizes the Jittor object DETection mod-
els library (JDet), an open-source library dedicated to ob-
ject detection, particularly supporting OOD methods. Built
on Jittor [10], a deep learning framework, JDet facilitates
the entire training and evaluation processes of object de-
tection models. Preprocessing of diverse datasets precedes
training or testing, ensuring a unified format. Various data
augmentations, such as rotation and category balancing, are
implemented as interchangeable and combinable modules.
During testing, JDet supports diverse post-processing tech-
niques for different datasets, with VOC2012 [4] serving as
the implementation for evaluation. The library accommo-
dates common object detection frameworks (e.g., Faster R-
CNN [25]) and operators for OOD (e.g., RRol Align [2]).

In total, JDet comprises 20 models and supports 6
datasets. A comparison between JDet and other open-
source libraries is presented in Tab. 2.

4.2. Components for Unified Benchmarking

To mitigate variations between models, we categorized sev-
eral modules and constructed OOD models by assembling
these modules. The identified modules include:

* Backbone: Extracts features from input images; most
models employ ResNet [9] as the backbone network with
FPN [14] for feature extraction at different scales.

e Anchor Generation: Defines anchors for every pixel in
the feature map.

* Ground Truth Assignment: Assigns ground truth
bounding boxes to proposal regions based on their IoU.

* Result Generation Network: Neural networks for clas-
sifying anchors or proposal regions and regressing targets
from regions.

Model Venue mAP59 mAP75; mAP50.95

H2RBox [43] ICLR’23 67.62 35.48 36.67
CSL [37] ECCV’20 67.99 34.51 36.43
RSDet [23] AAATI21 68.41 36.93 37.91
RetinaNet [15] ICCV’17 68.18 36.84 38.15
KLD [41] NeurIPS’21  68.75 38.68 39.29
KFIoU [44] ICLR’23 68.99 35.00 37.59
GWD [40] ICML’21 69.02 38.48 39.62
FCOS [27] ICCV’19 70.37 39.78 40.25
ATSS [50] CVPR’20 72.44 39.81 41.08

SZA-Net [8]
Faster R-CNN [25]
Gliding Vertex [35]

Rol Trans. [2]
Oriented R-CNN [33]

TGRS 21 73.95 37.14 39.89
NeurIPS’15  73.01 40.13 41.33
TPAMI'20  73.31 41.62 41.57

CVPR’19 75.59 48.54 46.35

ICCV’21 75.11 47.48 45.20

ReDet [7] CVPR’21 76.38 50.83 47.08
Ours (Rol Trans. based) - 76.53 50.41 46.97
Ours (ReDet based) - 76.52 51.38 47.67

* Encoder/Decoder: Converts proposal regions into re-
gression targets and model outputs into detection results.

* Region of Interest Feature Extraction: Extracts fea-
tures of proposal regions for further detection and refine-
ment, focusing on object-level details compared to image-
level backbone features.

* Loss Function: Most models employ cross-entropy loss
for classification and L1 loss for OBB prediction.

Implementing these modules consistently enhances the uni-

formity and comparability of the benchmarked models.

4.3. Detection Models in the Benchmark

Experiments are conducted on multiple models within our
benchmark framework, all subject to uniform conditions.
The baseline models chosen for comparison were Rotated
Faster R-CNN [25] and Rotated RetinaNet [15]. To mini-
mize implementation discrepancies, most of the other mod-
els are implemented with minimal alterations to their corre-
sponding baseline architectures.

For fairness, we standardized data processing and train-
ing settings across different experiments, following the de-
tailed settings outlined in Sec. 5.1. The experimental results
on DOTA-v1.0 are presented in Tab. 3, with additional re-
sults available in the supplemental material.

5. Experiments

5.1. Datasets and Implementation Details

DOTA [32] is a dataset for remote sensing object detec-
tion. We evaluated models on DOTA-v1.0 and DOTA-v1.5.
DOTA-v1.0 comprises 2,806 aerial images whose resolu-
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(a) rotated Faster R-CNN + KLD

Figure 3. Visual results of KLD [41] and ours. Due to DA,
KLD struggles to accurately predict the orientation of square-like
objects. In contrast, our COBB circumvents DA, enhancing its
precision in predicting the orientation of square-like objects.

(b) rotated Faster R-CNN + Ours

Table 4. Comparison: IoU Scores vs. One-hot Coding. The ex-
perimental setup remains consistent with Rotated Faster R-CNN +
COBB-sig, except for the OBB classification scores. All experi-
ments were performed on DOTA-v1.0.

Scores mAP59 mAP7s mAP50.95
One-hot 73.46 43.76 42.90
IoU scores  74.00 44.03 43.29

Table 5. Comparison of COBB across Proposal Types. Exper-
iments were performed on DOTA-v1.0 using Rol Transformer, a
model that incorporates both Horizontal Proposals (HPs) and Ori-
ented Proposals (OPs), as the baseline.

HPs OPs

- - 75.59 48.54 46.35
COBB-In - 76.27 50.23 47.06
- COBB-In  76.10 48.11 46.32
COBB-In COBB-In  76.53 50.41 46.97

mAP5o mAP75 mAP50.95

Table 6. Comparing Different Regression Targets. The exper-
imental setup mirrors that of Rotated Faster R-CNN + COBB-In.
One approach utilizes r,, representing the OBB’s acreage ratio
concerning its outer HBB, for Regression Target (RT) calculation,
while the alternative method uses 7, the sliding ratio. All experi-
ments were conducted on DOTA-v1.0.

RT mAP5() mAP75 mAP5();g5
Usingrq  74.13 43.31 42.94
Usingrs  74.44 44.08 43.53

tion is between 800x 800 and 4,000x 4,000, and a total
of 188,282 target instances are annotated, covering 15 com-
mon categories. DOTA-v1.5 maintains the same image and
dataset segmentation as DOTA-v1.0 but introduces labeling
for extremely small objects (less than 10 pixels) and incor-
porates the container crane (CC) category.

DIOR [3] serves as a large-scale resource for remote
sensing object detection, encompassing a total of 23,463
images, and spanning 20 distinct target categories. As stipu-
lated in [3], DIOR is partitioned into a training set of 11,725
images and a testing set of 11,738 images.

HRSC2016 [18] is a ship detection dataset. Our training
incorporates both the training and validation sets, while the
test set is reserved for assessing model accuracy.

FAIRIM [26], designed for fine object detection in
aerial images, consists of 5 categories with 37 subcate-
gories. The dataset is available in two versions, -1.0 and
-2.0. For FAIR1M-1.0, model training utilized the training
set, and model evaluation was performed on the test set. For
FAIR1M-2.0, models were trained on both the training and
validation sets, with evaluation conducted on the test set.

All experiments were performed using a single NVIDIA
RTX 3090. The models utilized ResNet-50 [9] and
FPN [14] to extract multi-level feature maps. SGD opti-
mization was employed during the training stage. Data aug-
mentation included random flipping, with each image hav-
ing a 50% chance of horizontal flipping followed by a 50%
chance of vertical flipping.

5.2. Ablation Study

Comparison between IoU Scores and One-hot Coding:
In Sec. 3.2, we implemented IoU scores to differentiate
OBBs sharing the same (z.,yc, w, h,rs). Alternatively,
one-hot coding seems simpler for classification. We com-
pared the two methods on rotated Faster R-CNN + COBB-
sig, as recorded in Tab. 4. The model’s accuracy using one-
hot coding is lower than that using IoU scores due to the
discontinuity introduced by one-hot coding.

Comparison of COBB across Proposal Types: The
implementation of COBB on horizontal and oriented pro-
posals is discussed in Sec. 3.3. To validate its effectiveness
on both types, we conducted experiments on Rol Trans-
former [2], which employs both horizontal and oriented pro-
posals. Results in Tab. 5 demonstrate integrating COBB
enhances mAP5( for both proposal types, with a more sig-
nificant improvement observed in horizontal proposals.

Comparison between 7, and r,: In Sec. 3.2, we ap-
proximated r, with 4. Further emphasizing the superior-
ity of rg over r,, experiments were conducted on Faster
R-CNN, as shown in Tab. 6. The results illustrate that r,
is more effective than r,. This effectiveness stems from the
complexity of recovering an OBB from the outer HBB and
T4, potentially leading to precision loss. Moreover, slight
prediction errors on r, may cause significantly larger errors
in the predicted OBB than errors caused by slight 7 errors.
Detailed insights are available in the supplemental material.
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Table 7. mAP across datasets. COBB-sig takes ;4 for horizontal proposals, and COBB-In takes r;,, for horizontal ones. COBB-In-sig
takes 7y, for horizontal ones, and r;4 for rotated ones. The definition of COBB-In-In and COBB-sig-sig is similar.

Models DOTA-v1.0 DOTA-v1.5 DIOR HRSC2016 FAIRIM-1.0 FAIRIM-2.0

mAPsg mAP75 mAP50.95 mAP59 mAP75 mAPs0.95 mAPsg mAP75 mAPsg mAP7s mAP50 mAP50

Rotated Faster R-CNN [25]  73.01 40.13 41.33 63.52 35.36 35.96 60.64 35.26 83.34 31.64 35.16 40.16
Gliding Vertex [35] 73.31 41.62 41.57 63.12 36.98 36.32 61.49 36.24 92.23 58.52 36.37 40.82
+COBB-sig 74.00  44.03 43.29 64.03 36.88 37.17 62.28 37.70 92.69 68.87 36.81 41.11
+COBB-In 7444  44.08 43.53 64.35 37.62 37.30 62.58 37.55 92.71 72.29 36.53 41.23

Rol Trans. [2] 75.59 48.54 46.35 65.69 41.76 40.36 66.09 44.26 96.73 88.76 39.31 43.93
+COBB-sig-sig 76.49 50.26 46.63 65.88 42.76 40.85 66.72  45.01 96.72 90.60 39.61 44.42
+COBB-In-sig 76.55 49.91 46.68 67.18  41.75 40.80 67.47 45.51 96.71 90.89 39.82 44.78
+COBB-In-In 76.53 50.41 46.97 66.66  43.29 40.96 67.53 4527 97.19 91.35 39.66 44.54
Oriented R-CNN [33] 75.11 47.48 45.20 65.47 40.35 39.31 64.38 41.19 96.61 86.49 38.30 42.90
+COBB-sig 75.52 48.35 45.61 66.25 41.34 40.04 65.65 42.78 96.77 87.43 38.81 43.31
+COBB-In 76.25 48.48 45.92 66.18 41.42 40.01 6542  42.19 96.74 88.23 38.83 43.43

5.3. Results and Analysis

Detailed results on different datasets and detectors are pre-
sented in Tab. 7, with comprehensive ablation study details
available in the supplemental material.

Results on DOTA: The results on DOTA-v1.0 show
that Gliding Vertex outperforms Faster R-CNN by 0.30%
in mAP5q and 1.49% in mAP75. Despite its accuracy ad-
vantage, Gliding Vertex suffers from discontinuity and DI,
limiting its overall accuracy.

Our methods demonstrate superiority over existing ap-
proaches, especially in high-precision detection. Specifi-
cally, COBB outperforms Faster R-CNN by 1.21%, 3.92%,
and 2.08% in mAP5p, mAP75, and mAP5¢.95 on average.
On Rol Transformer and Oriented R-CNN, our method also
significantly enhances the accuracy. For Rol Transformer, it
improves mAP5q, mAP75, and mAP5q.95 by 0.93%, 1.69%,
and 0.41%, respectively. On Oriented R-CNN, it outper-
forms by 0.77%, 0.94%, and 0.56%, respectively. Notably,
our method exhibits clear advantages in mAPy5, signifying
its capability in high-precision object detection, a result of
continuous representation and avoidance of DI and DA.

On DOTA-v1.5, our method effectively boosts the base-
line detector accuracy. On average, the performance gain
is 1.89%, 0.84%, and 1.03% in mAP~75 for Faster R-CNN,
Rol Transformer, and Oriented R-CNN, respectively. This
highlights its effectiveness in small object detection.

Results on HRSC2016: HRSC2016 involves ship ob-
jects that are in large aspect ratios. As shown in Tab. 7, a
substantial gap is observed between COBB-sig and COBB-
In. As discussed in Sec. 3.3, COBB-In’s advantage lies
in its better capture of slight changes in rs for inclined
large aspect ratio objects. Accordingly, COBB-In outper-
forms COBB-sig by 3.42% in mAP75 and Gliding Vertex
by 13.77%. On Rol Transformer, COBB-In-In outperforms
Rol Transformer by 2.59%.

Results on DIOR and FAIRIM: Experiments on less

common datasets namely DIOR and FAIR1M, are also con-
ducted. On DIOR, COBB-In outperforms Faster R-CNN
and Rol Transformer by 1.94% and 1.44%, respectively, in
mAPs5g, and by 2.29% and 1.01% in mAP75. On FAIR1M-
1.0 and FAIRIM-2.0, our method significantly improves
baseline detectors.

Visualization Results: Fig. 3 visually compares the re-
sults of KLD [41] and COBB. KLD’s precision for the
orientation of square-like objects is compromised by DA,
whereas COBB accurately represents these objects, achiev-
ing strong performance by eliminating DA.

6. Conclusion

We have extensively shown the presence of boundary dis-
continuity in existing OOD models. To solve this problem,
we have introduced COBB, an innovative continuous OBB
representation method. Our experimental results showcase
the effectiveness of our proposed method, achieving a no-
table improvement of 3.95% in mAP75; on Rotated Faster
R-CNN applied to the DOTA Dataset, without employing
any additional techniques. COBB also has limitations. The
outer HBB, sliding ratio 7, and IoU scores exhibit irregu-
lar variations during OBB rotation, restricting its impact on
rotation-equivariant detectors (e.g. ReDet [7]). Despite this,
COBB proves effective in enhancing most OOD models by
eliminating discontinuity.
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