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Abstract

This work proposes a novel learning framework for vi-
sual hand dynamics analysis that takes into account the
physiological aspects of hand motion. The existing mod-
els, which are simplified joint-actuated systems, often pro-
duce unnatural motions. To address this, we integrate a
musculoskeletal system with a learnable parametric hand
model, MANO, to create a new model, MS-MANO. This
model emulates the dynamics of muscles and tendons to
drive the skeletal system, imposing physiologically real-
istic constraints on the resulting torque trajectories. We
further propose a simulation-in-the-loop pose refinement
framework, BioPR, that refines the initial estimated pose
through a multi-layer perceptron (MLP) network. Our eval-
uation of the accuracy of MS-MANO and the efficacy of the
BioPR is conducted in two separate parts. The accuracy of
MS-MANO is compared with MyoSuite, while the efficacy
of BioPR is benchmarked against two large-scale public
datasets and two recent state-of-the-art methods. The re-
sults demonstrate that our approach consistently improves
the baseline methods both quantitatively and qualitatively.

1. Introduction

From a physical perspective, human hand motion is ac-
tuated by the musculoskeletal system. As depicted in
Fig. 1, the brain transmits excitation signals via the nervous
system, intriguing the contraction and relaxation in mus-
cles and generating torque to facilitate joint movement of
hands. Consequently, the dynamics of hand motion are nat-
urally coordinated and constrained by the underlying mus-
culoskeletal system. However, such physiological aspects
are seldom taken into consideration when designing a learn-
ing framework of visual hand dynamics analysis (e.g. hand
pose estimation [1, 28, 46] and tracking [6, 10]).

Previous works on visual hand analysis primarily consid-
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Figure 1. The physiological mechanism of hand dynamics. (a)
The excitation signal originating from the brain triggers the con-
traction or relaxation of muscles. The triggered muscle segments
are illustrated in green, while the relaxed ones are in brown. (b)
The muscle contraction triggered by excitation manifests as the
movement of the hand in appearance.

ered hand dynamics as multi-body dynamics. This means
that the hand is represented as an articulated object, with
kinematic movement directly propelled by joint torques.
Since the joint-actuated system simplifies the mechanism
of hand motion, it may produce robot-like movements that
are unnatural or infeasible to human hands [14]. In con-
trast, a musculoskeletal system explicitly emulates the dy-
namics of muscles and tendons to drive the skeletal system
so that it can impose physiologically realistic constraints
on the resulting torque trajectories and make the move-
ments more human-like. Despite the advantages, this sys-
tem is challenging to replicate due to the complexity of the
hand’s dynamic system, which uses over 30 muscles to sup-
port nuanced movements. In this work, we first integrate
a musculoskeletal system with a parametric hand model,
MANO [35], extending it to the musculoskeletal version,
MS-MANO. Then, we apply MS-MANO to the hand pose
tracking task with a simulation-in-the-loop learning frame-
work, BioPR.
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To build MS-MANO, we focus on three key features:
anatomical accuracy, support for learning tasks, and adap-
tivity to body shape variations. With accurate modeling,
it can support precise control of subtle movements and
achieves human-like motion; with the support of learning
tasks, it can be integrated seamlessly into learning frame-
works; with adaptivity, it can accommodate individuals with
diverse body shapes. To meet all these goals, we take the
muscle-tendon data from MyoHand model [2], which is
built upon two anatomic data from OpenSim [39]: MoBL
model [30, 36] and the 2nd-Hand models [18]. Then, we
integrate this muscle-tendon data into the MANO model
[35], a widely recognized and adaptable hand model that
can adjust to various hand shapes through different parame-
ters. We aim to have the muscle-tendon structure adaptable
to a variety of shapes as well. To realize this, the bone-
centric muscle representation is transformed into a joint-
centric representation. The details are discussed in Sec. 3.2.

To show the utility of MS-MANO in visual learning
tasks, we take the hand pose tracking as our experimental
platform. Typically, spatial-temporal features are extracted
from observed images. However, when the hand in the im-
age is occluded or motion-blurred, these features may con-
sequently be affected, leading to inconsistent prediction.
With biomechanical constraints provided by MS-MANO,
we can largely mitigate such instability. To leverage MS-
MANO in the hand pose tracking task, we propose a biome-
chanical pose refinement framework, BioPR. BioPR takes
the predicted hand pose and velocity (which is inferred from
multi-frame poses) as input. It first predicts the excitation
signals for all the muscles in the hand model and then uses
a simulator to run the hand motion with the excitation to get
a reference pose. Next, BioPR refines the initial estimated
pose by taking the estimated pose and the reference pose
into a multi-layer perception (MLP) network.

The evaluation is conducted in two separate parts: the
accuracy of MS-MANO and the efficacy of BioPR. To
evaluate the accuracy of MS-MANO, we compare it with
MyoSuite by calculating the difference in the trajectories
generated. To evaluate BioPR, we adopt two large-scale
public datasets that support hand pose tracking: DexYCB
[5] and OakInk [49] as benchmarks. Two recent state-of-
the-art methods gSDF [6] and Deformer [10] are selected
as the baseline methods. With BioPR, the baseline methods
are consistently improved quantitatively and qualitatively.

We summarize our contributions as follows:
• We present a musculoskeletal MANO (MS-MANO)

hand model. It inherits all the merits of MANO, such
as support of learning tasks and adaptivity to different
body shapes, but also extends it with musculoskeletal
modeling, which can ensure the biomechanical con-
straints for hand learning tasks.

• We exhibit the ability of MS-MANO in the hand pose

tracking task with a simulation-in-the-loop frame-
work, BioPR. We compare the performance of our
method with multiple baseline methods on two differ-
ent benchmarks.

2. Related Works
2.1. Hand Dynamics System

The dynamics of hand motion can be modeled in two dis-
tinct ways: through multi-body dynamics and biomechan-
ics. The former conceptualize the human hand as an ar-
ticulated object, actuating hand movement by directly gen-
erating joint torques and may include biomechanical con-
straints [3]. On the other hand, the latter approach creates
musculoskeletal models that utilize biomimetic muscles and
tendons to propel skeletal motion. Unlike joint-actuation
models, muscle-actuation leads to movements that adhere
to physiological constraints [17], and display energy expen-
diture more akin to actual humans [44]. In the realm of
computer animation, the control of a muscle-based virtual
character has been investigated in relation to upper body
movements [19, 21, 22], hand manipulation [41, 43], and
locomotion [11, 20, 23, 31, 40, 44].

In recent years, the development of statistical parametric
human body models has emerged [26, 33, 35]. A series of
works have aimed to incorporate the musculoskeletal sys-
tem into such models, enabling the musculoskeletal struc-
ture to adapt according to the parameters. BASH [37] inte-
grates a musculoskeleton into the SMPL model. However, it
lacks a complete muscle for the hand. Meanwhile, Ye et al.
[52] model a full-body musculoskeletal system, integrating
it into the SMPLX model and modeling the mobility-limited
behaviors for care recipients. However, these full-body sys-
tems do not meticulously model the hand muscle.

In biomechanics, hand movements are not just controlled
by the hand but also by the muscles in the forearm. There-
fore, a thorough musculoskeletal model for the hand should
also include the forearm and wrist. MyoSuite [2] success-
fully integrates these into a single MyoHand model, which
amalgamates anatomic data from the MoBL, a human upper
extremity model [30, 36], and the 2nd-Hand for hand and
fingers models [18]. In line with BASH [37] and RCare-
World [52], we incorporate the MyoHand model into a
parametric MANO model, resulting in our proposed MS-
MANO model.

2.2. Visual Hand Dynamics Analysis

Analyzing hand dynamics visually typically involves es-
timating hand pose from a single image. The consider-
able advancement of learning-based research in this area
is largely due to the parametric hand model, MANO [35],
and the differentiable layer that enables direct learning of
hand parameters and generation of the hand model. Al-
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though the extraction of hand pose or kinematic structures
from static images has achieved significant success, these
methods [1, 28, 47, 48, 50, 51] are inherently incapable
of predicting dynamic information. Recently, some stud-
ies [6, 8, 10, 12, 15, 32, 42, 45, 53] have begun to inves-
tigate the temporal information in videos in order to regu-
larize per-frame prediction. One approach explicitly mod-
els temporal information using techniques such as optical
flow [12], temporal consistency constraints [25, 45], and
graph modeling [4]. Another approach implicitly models
temporal information by incorporating learning techniques
with recurrent neural networks [15] or transformers [6, 10].
gSDF [6] adopts a signed distance field for both hand and
object geometry and extracts the hand model with march-
ing cube algorithm [27]. Then, the extracted hand mesh can
be fitted to the MANO model to obtain the joint parame-
ters. Deformer [10] adopts different transformer modules
to extract spatial and temporal information. The features
for each image are first extracted separately and then fused
with a cross-attention, which improves the accuracy of hand
pose estimation.

Different from previous works, instead of extracting
spatial-temporal information from image observations, we
provide a musculoskeletal prior and design a learning
framework that uses this prior to adhere to biomechanical
constraints.

3. Musculoskeletal MANO, MS-MANO
In this section, we will describe the musculoskeletal MANO
(MS-MANO) model. We first give a brief introduction to
the muscle model in Sec. 3.1. Then, we describe the muscle
adaptation from bone-centric MyoHand data to joint-centric
representation in Sec. 3.2.

3.1. Hill-type Muscle Model

Muscles are soft tissues that can generate forces to facilitate
joint movements. To model the muscle dynamics behavior,
we adopt the Hill-type model [13], which is widely used
in biomechanics [39]. In the hill-type model (see Fig. 2),
a muscle consists of segments represented by red dashed
lines. Each line segment is modeled by three elements: the
contractile element CE, the parallel elastic element PEE,
and the serial elastic element SEE. Each muscle initiates
from a specific point norigin and triggers the muscle fiber,
while the insertion points ninsertion act as the remote end-
points and apply torque to the joint.

Thus, the torque for a joint can be calculated by:

τm = f(F, x)

∥∥∥∥(q − j)× sc
∥sc∥

∥∥∥∥ , (1)

where F is the contractile force, x is the muscle state, q is
the point where the muscle is attached to the bone, j is the
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Figure 2. The hill-type muscle. (a) Each muscle segment is com-
posed of the contractile element CE, the parallel elastic element
PEE, and the serial elastic element SEE. (b) Each muscle segment
originates from a certain point norigin and ends at ninsertion. A joint
j connects two bones. Once triggered, the muscle segment can
apply torque τ on the joint.

joint to apply torque on, and sc is the muscle segment. The
detailed deduction can be referred to [52].

3.2. Joint-centric Muscle Adaptation

In the physical human body, joints consist of either a sin-
gle bone or a combination of multiple bones. Take the wrist
joint, for example; it comprises the distal ends of the radius
and ulna bones, 8 carpal bones, and the proximal segments
of the 5 metacarpal bones (Fig. 3a). The mappings between
the joints and the bones are defined by academic consensus
on anatomy. In OpenSim, muscle data is documented based
on its relative position to the bone it’s attached to. To incor-
porate this muscle data into a joint-centric skinned model
like MANO, we need to establish a mapping between mus-
cles and joints. A direct method to achieve this is by using
the existing ”muscle-to-bone” relationships to formulate the
”bone-to-joint” connections.

Muscle-to-Joint Mapping We first analyze the Myo-
Hand model and establish joint name mapping to the
MANO model. Then, we transfer the origin point and in-
sertion point of each muscle segment from bone-centric (i.e.
relative position to a certain bone) to joint-centric (i.e. rel-
ative position to a certain joint). Specifically, let’s denote
the set of joints in the MANO model as M = {mi}ni=1,
and the set of bone subgroups in the MyoHand model
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(a) (b) (c)

Figure 3. Joint-centric muscle adaptation. (a) A set of smaller bones in the MyoHand model is mapped into a single joint in the MANO
model. (b) The bone-centric muscle segments can adapt to different shapes. (c) (Left) The raw skeleton after the automatic mapping will
result in issues like intersection. (Right) The manually revised skeleton can perfectly fit with the MANO model.

as O = {Oi = {bi,j}kj=1}ni=1, where n is the number
of joints, {bj}kj=1 are the bones in the MyoHand model.
This mapping relationship can be represented as a function
fmapping : Oi 7→ mj .

The location at which the muscle-tendon connects is cal-
culated by taking into account the relative position between
the muscle tendon and the geometric mean center of the
bone subgroup (which is regarded as the equivalent location
of the MANO joint mj).

For example, consider a point of attachment q which has
a displacement relative to a MyoHand bone bk expressed as
dist(q, bk) ∈ R3, the displacement dist(q,mj) relative to a
MANO joint mj after the mapping can be calculated as

mj =

∑
o∈Oj

o

|Oj |
, (2)

dist(q,mj) = q −mj (3)
= (q − bk) + (bk −mj) (4)
= dist(q, bk) + dist(bk,mj), (5)

where Oj = f−1(mj) represents the subgroup of bones
associated with the joint mj , and the bold symbols represent
the location vectors of the bones and points.

Switching from a bone-focused to a joint-focused mus-
cle representation immediately allows the muscle segment
to connect solely to the joints. Thus, if the shape changes
and alters the joint location, the muscle segment will adjust
accordingly, as illustrated in Fig. 3b.

Manual Revision The MyoHand skeleton size may not
align perfectly with MANO shapes due to their different hu-
man body sources, leading to issues such as muscle tendons
intersecting the skin. To address this, we collaborated with
human experts to adjust the insertion points slightly. These
adjustments ensure anatomical accuracy and compatibility
with MyoHand’s motion patterns, as shown in Fig. 3c.

Discussion As previously mentioned, the hand’s muscu-
loskeletal system is part of the entire upper extremity, with
many muscle tendons starting in the forearm and ending in
the hand. To incorporate this system into the MANO model,
we integrated it with the SMPLX human body model. As
shown in Figure 3, our MS-MANO model includes the
wrist and forearm. However, for consistency with existing
datasets, we only focus on visualizing the hand in later ex-
periments.

4. Biomechanical Pose Refinement Frame-
work, BioPR

For the task of hand pose tracking, we begin with a video
sequence V = {Ii}ti=1, which contains a single hand’s
movements. An off-the-shelf hand pose estimation algo-
rithm is then applied to extract the predicted poses Ppred =
{ppred

i }ti=1 as well as the shape parameters for the MANO
model. Subsequently, these predicted poses are interpolated
to calculate the velocity of the hand joints at a given time t,
represented as vt. By taking the observations near time t,
we estimate the excitation signals ai with an inverse dynam-
ics network, IDNet (Sec. 4.1). We run a forward dynamics
simulation with the estimated excitation signals a to get a
reference pose pref

i and velocity vref
i . These reference poses

and velocities can create valid trajectories, which are bene-
ficial for tasks such as motion generation.

However, for a visual analysis task in this work, due to
the natural cross-individual differences in body shape and
muscle structure, we cannot rely solely on simulated poses
generated from standard muscle parameters. Therefore, we
treat the reference pose as a biomechanical constraint and
use a small neural network to produce a refined pose in a
“simulation-in-the-loop” pipeline (Sec. 4.2).

4.1. Muscle Inverse Dynamics and IDNet

To get the reference pose and velocity within biomechani-
cal constraints, we first need to perform an inverse dynam-
ics process to get the excitation signals ai, followed by a
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Figure 4. The simulation-in-the-loop pipeline of BioPR. Given a sequence of RGB images and the corresponding predictions of an existing
hand pose estimator, BioPR first interpolates and differentiates the poses to get the joint velocities. Then, the IDNet is used to infer the
muscle excitation signals. The joint poses, velocities, excitation signals, and the poses of the previous frame (denoted by dotted lines) are
sent into the simulator, which will generate the next reference pose by forward kinematics. The Refine Net will do the final refinement
based on the pose, velocity, and reference pose. On the next frame, the refined pose can be fed back to the simulator.

forward dynamics process. However, applying the inverse
dynamics process to muscle is difficult.

Given a sequence of joint movements represented in
axis-angle form as pi ∈ Rnjoint×3 along with its angular ve-
locity ṗi = vi ∈ Rnjoint×3, as well as the muscle excitation
signal ai ∈ Rnmuscle that initiated the motion, we define the
inverse dynamics modeling for muscle actuators as:

finv(pi,vi,pi+1,vi+1) = ai, (6)

and the corresponding forward dynamics as:

ffwd(pi,vi,ai) = (pi+1,vi+1). (7)

In practice, the forward dynamics are computed using a
physics engine to accurately simulate the physical interac-
tions and constraints of the system. However, formulating
inverse dynamics analytically is challenging, so we use a
neural network, IDNet, to learn these dynamics.

Owing to the complexity of the human body, it is impos-
sible to obtain accurate ground truth data of muscle excita-
tion signals for each muscle. We instead indirectly super-
vise these signals by comparing torques. The IDNet pro-
duces excitation signals ai, which are then used to compute
the torque for each muscle, τm, as detailed in Eq. (1). For
comparison, the reference torque (treated as ground truth) is
calculated using a Proportional-Derivative (PD) controller
with inverse dynamics compensation:

τpd = kp(pd − p) + kd(ṗd − ṗ), (8)

where pd, ṗd are the desired pose and velocity.
We adopt a reinforcement learning algorithm, PPO [38],

to train the IDNet. The reward function is defined as

r = exp (ωτ · ∥τpd − τm∥) ,

where ωτ is a constant.
The PD controller is only used to supervise training. In

the testing process, the PD controller is disabled. During
the testing phase, the PD controller is deactivated, and the
muscle actuators are responsible for driving the motions.

4.2. Simulation in the Loop

We have developed an approach called simulation-in-the-
loop to track hand movements consistently and accurately
through a dynamic, iterative process, instead of relying on
static estimates. This method simulates the internal dynam-
ics of hand movements by considering the constraints im-
posed by the musculoskeletal system’s biomechanics.

It initiates with the generation of initial hand pose esti-
mates from video sequences using a base pose estimation
algorithm. These algorithms are typically MANO-model-
based and can produce joint and shape parameters.

Subsequently, we use the finite difference method to
compute the derivatives of these estimated poses and result
in the angular velocities vpred = ṗpred ∈ R15×3 (the pose
and velocity on the wrist joint are ignored). Our pipeline
then processes pairs of consecutive pose and velocity data,
(pi,vi) and (pi+1,vi+1), through the IDNet finv in Eq. (6)
to infer the muscle excitation signals ai that facilitate pose
transitions.

At each timestep, the simulator is updated with the cur-
rent predicted position ppred

i and velocity vpred
i . The in-

ferred muscle excitation signals are then applied to simu-
late the next pose. As a result, we obtain a reference pose
pref
i+1, which adheres to the constraints of human anatomy

and represents what the pose should plausibly be at the next
timestep.

In the final stage, both the predicted pose ppred
i+1 and the
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reference pose pref
i+1 are input into a refinement network, a

multi-layer perceptron (MLP), which outputs a refined pose
estimate, denoted by

prefined = M(ppred
t+1,p

ref
t+1). (9)

The loss is defined by comparing with ground truth pose pgt

Lrefine =
∥∥pgt − prefined

∥∥ . (10)

5. Experimental Setting
5.1. Datasets

DexYCB The DexYCB dataset [5] is a large-scale dataset
of hand-grasping postures captured using a synchronized
setup of 8 cameras. It contains 20 common hand-held ob-
jects and 582K annotated 3D hand poses. For our experi-
ments, we use the default S0 training and testing split pro-
vided by the dataset, which separates the data by sequences.
The aligned viewpoints and the presence of occlusions of
the DexYCB dataset present challenges to evaluating the
robustness of our approach.

OakInk The OakInk dataset [49] is a large dataset for un-
derstanding hand-object interaction. It has 100 objects and
230k frames of hand poses, captured by a 4-camera setup.
The dynamic forces exerted by objects on hands, due to the
complex interaction sequences, challenge the stability and
accuracy of our interaction simulations. In our experiments,
we employ the default SP0 split of the dataset, which splits
the data by camera views.

5.2. Metrics

We use three different metrics to validate the proposed
method. The Mean Per Joint Position Error (MPJPE) in
millimeters is the standard metric for hand pose estimation.
It measures the mean joint distance error relative to the hand
wrist over all 21 joints. The Area Under the Curve (AUC)
scores are provided by the official evaluation system of each
dataset, which measures the robustness and precision across
varying levels of joint thresholds. The Acceleration Error
(AE) in mm/s2 is used as a temporal consistency metric
following previous works [10, 16].

5.3. Simulation Setup

Our simulation framework is based on the RFUniverse
platform [9]. The hill-type muscle model is implemented
based on the Kinesis package in Unity Engine. The hu-
man hand is controlled by 31 muscles responsible for fa-
cilitating movement beneath the wrist joint, and 8 muscles
for controlling the wrist movements. The parameters for
maximum isometric force and the length of the contractile
element for each muscle are sourced from established My-
oHand model data. To accurately capture the interactive

dynamics involving the musculoskeletal system, our model
incorporates anatomically aligned colliders that conform to
the contours of human skeletal structures. Additionally, we
introduce a minimal clearance around these colliders to ef-
fectively represent the deformable characteristics of human
skin during collision events.

5.4. Training Details

IDNet The IDNet is trained using Proximal Policy Op-
timization (PPO) [38], a common on-policy reinforcement
learning method. Its input size is 16 × 3 × 4 and output
size is 31, with two 256-d hidden layers. The network is
trained on a NVIDIA A40 GPU. We use RFUniverse for
pose, velocity, and muscle forward dynamics control. The
training and simulation pipeline is vectorized. To be spe-
cific, we run 128 distributed processes on a platform with
2 AMD EPYC 7763 64-core processors. Each process con-
trols 64 agents. A small Gaussian noise N(0, 0.1) in degree
is applied to the joint rotations during the training process.

At each training step, we collect two consecutive frames
from the simulator. Therefore, the total batch size is 128 ×
64×2 = 16384. The learning rate is 3×10−4 with an adap-
tive scheduler [34]. Each process runs at around 100 FPS,
so we are able to generate the simulation data at around 10K
FPS. It takes approximately 1 hour to train the IDNet.

Refine Net Refine Net employs a Multi-Layer Perceptron
(MLP) architecture and is trained sequentially following
IDNet’s convergence. Its input size is 48 + 45 = 93 (48
for the ppred and 45 for the wrist-ignored prefined), and the
output size is 48. The network only has a single 64-d hid-
den layer. We use a learning rate of 1 × 10−3 and a batch
size of 10240 for training. We train the network for 4,500
iterations on a single NVIDIA A40 GPU, and it takes about
5 minutes.

6. Results
We evaluate the anatomic accuracy of the MS-MANO
model in Sec. 6.1 and the efficacy of BioPR in Sec. 6.2.

6.1. The Anatomic Accuracy of MS-MANO model

To validate the anatomic accuracy of the proposed MS-
MANO, we consulted anatomical experts in local hospi-
tals and compared it with MyoHand [2] as it is a com-
prehensive musculoskeletal hand model built upon genuine
anatomic data [18, 30, 36]. Figure Fig. 6 presents the time-
position plots for the ring finger bending trajectory in the
MyoHand and MS-MANO models, monitoring three joints.
The graphs indicate similar movement patterns in both mod-
els, with our model exhibiting a quicker response to muscle
stimulation. This implies that our model activates faster,
mirroring the immediate response of human muscles to neu-
ral signals, even at the extremes of joint motion.
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Figure 5. Qualitative results on DexYCB. Left: When a person is forcefully grasping a mustard bottle, there is a difference in the tightness
of the middle, ring, and little fingers, comparing gSDF to our method. The projected results of our method better align with the input image.
Middle: The thumb posture predicted by the gSDF method exhibits some odd distortion, which is not observed in our approach. Right:
When there is severe occlusion, gSDF may generate some hand poses that lead to punctuation with the object. Our method mitigates such
problem by catching the dynamics of the musculoskeletal system.
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Figure 6. The accuracy of simulation. The figures show normalized joint movements when exciting the FDS4 R muscle, which can drive
the ring finger to bend. The x axis is the frames, and the y axis is the relative joint movement.

6.2. Comparison with Baselines on DexYCB

We compare the proposed method with some state-of-the-
art methods. Quantitative results on DexYCB are reported
in Tab. 1. It shows that our method outperforms previous
baseline methods. BioPR consistently and effectively en-
hances the base hand pose estimation method by refining
the prediction results with the biomechanical constraints.
Notably, the 3-layer IDNet and the 2-layer RefineNet have
only 0.1M and 0.01M parameters, respectively. The BioPR

framework only adds a minimal computational load to the
base models, with an inference cost of just 9 ms.

Qualitative results are illustrated in Fig. 5, which shows
the stability of the bio correction. We visualize our results
by projecting the predicted 3D meshes onto the input im-
ages. Our approach demonstrates enhanced robustness in
predicting poses that are aligned with anatomical structures.
In contrast, previous methods exhibit certain artifacts, par-
ticularly unnatural twisting of thumb joints.
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Methods MPJPE↓ AUC↑ AE↓
VIBE [16] 16.95 67.5 36.4
TCMR [7] 16.03 70.1 34.3

MeshGraphormer [24] 16.21 69.1 35.9

gSDF [6] 14.4 89.1 30.3
gSDF + BioPR 12.81 89.7 29.9

Deformer [10] 13.64 89.6 31.7
Deformer + BioPR 12.92 90.4 30.7

Table 1. Quantitative results on DexYCB.

6.3. Failure Cases

Incorrect Annotations Some of the failures come from
the incorrect annotations of the ground truth. Since the an-
notations do not properly match the visual representation of
the hand in the image, training our method on the incorrect
ground truth data leads to a misaligned result.

Errors from the Base Models Occlusion, lighting, and
various other factors can cause the base models to inaccu-
rately predict results from the provided images. These inac-
curacies can be persistent, enduring throughout the whole
sequence. Our BioPR has the ability to correct it to some
degree, but it still depends on the initial predictions from
the base models to produce valid results.

Extremely Slow Motion A significant number of hand
motion sequences exhibit minimal temporal variations. In
these cases, the muscles are only slightly stimulated and
generate small torques. These minor excitation signals fail
to produce sufficient movement to achieve accurate frame-
to-frame offsets, making the dynamics estimation and anal-
ysis challenging.

6.4. Ablation Study

Heuristics-based Priors To improve pose estimation in
videos, where analyzing every frame is often unnecessary,
we sample frames at intervals. This approach might lead
to inconsistent motion predictions. We explored temporal
smoothing, PCA, and TOCH [53] to mitigate this. Tempo-
ral smoothing averages poses within a window size d. The
smoothed pose p̂i for a frame pose pi ∈ I is determined by:

p̂i = argmin
m

i+d/2∑
j=i−d/2

∥pj −m∥22. (11)

Temporal smoothing and TOCH do not outperform our
method, showing less than a 0.8mm improvement in MPJPE
using gSDF with DexYCB dataset. PCA, on the other hand,

led to a 7.91mm increase in MPJPE. These manually de-
signed methods may not fully capture the complex dynam-
ics due to the high dexterity of human hands.

However, our research shows that smoothing, while
not significantly improving pose accuracy, creates realistic
movement speeds. This outcome reduces sudden changes
in muscle stimulation, resulting in smoother motion paths.

Muscle Insertion Points The muscles are highly sensi-
tive to their insertion points [29]. Even minor alterations in
these attachment points can lead to significant shifts in the
trajectory of joint movement. We have experimented with
various configurations of these insertion points and com-
pared the trajectories before and after manual revision. The
detailed visualization is presented in the supplementary ma-
terials. Such variations can cause the IDNet to struggle with
convergence, at the same time resulting in noticeable arti-
facts within the joint movements.

7. Conclusion

In conclusion, our study presents an innovative approach to
enhance hand dynamics analysis by integrating the muscu-
loskeletal system into the learnable parametric hand model,
MANO, resulting in the MS-MANO model. This model
allows for movements that are more human-like and physi-
ologically realistic and bridges the gap between image ob-
servations to biomechanics. The BioPR refiner further re-
fines hand pose estimations. Despite the challenges in cre-
ating the musculoskeletal model introduced by the com-
plexity of the hand’s dynamics system, our work validates
the muscle adaptation by comparing the generated joint
torques with MyoSuite. Moreover, the MS-MANO model
and BioPR’s effectiveness are evaluated on two large-scale
public datasets, DexYCB and OakInk. The results showed
consistent improvement in both quantitative and qualitative
measures. Therefore, MS-MANO and BioPR mark a signif-
icant advancement in visual hand dynamics analysis, open-
ing new avenues for future research and applications.
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