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Abstract

Imaging through scattering media is a fundamental and
pervasive challenge in fields ranging from medical diagnos-
tics to astronomy. A promising strategy to overcome this
challenge is wavefront modulation, which induces measure-
ment diversity during image acquisition. Despite its impor-
tance, designing optimal wavefront modulations to image
through scattering remains under-explored. This paper in-
troduces a novel learning-based framework to address the
gap. Our approach jointly optimizes wavefront modulations
and a computationally lightweight feedforward “proxy” re-
construction network. This network is trained to recover
scenes obscured by scattering, using measurements that are
modified by these modulations. The learned modulations
produced by our framework generalize effectively to un-
seen scattering scenarios and exhibit remarkable versatility.
During deployment, the learned modulations can be decou-
pled from the proxy network to augment other more com-
putationally expensive restoration algorithms. Through ex-
tensive experiments, we demonstrate our approach signifi-
cantly advances the state of the art in imaging through scat-
tering media. Our project webpage is at https://wavemo-
2024.github.io/.

1. Introduction

Imaging through scattering media presents a significant
challenge across diverse scenarios, ranging from navigat-
ing with fog [2, 28, 30], rain [9, 48, 49], or murky water to
recovering intricate structures through human skin and tis-
sue [10, 42, 47]. The core of this challenge are the irregular
phase delays light experiences as it scatters. These phase
delays blur and warp any images captured through the scat-
tering media. Effectively addressing this issue is crucial for
unlocking new computer vision capabilities in fields such as
medical imaging and astronomy.

From a frequency domain perspective, the effect of a
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Figure 1. Learned Wavefront Modulations. Top: During acqui-
sition, we can modulate the wavefront of scattered light by using
a spatial light modulator (SLM), and capture a set of image mea-
surements useful for scene reconstruction. Bottom left: We pro-
pose learning modulations that enhance our ability to recover the
scattered scene. Bottom right: Our learned modulations drastically
improve the reconstruction quality of a state-of-the-art method [8]
that previously applies randomly chosen modulations.

scene passing through scattering is the destruction or filter-
ing of frequency content. Recovering these lost frequencies
is very difficult using purely computational methods, which
are effectively forced to speculate on the missing frequen-
cies based on those that have been preserved. A question
naturally arises: Can we modify the measurement process
to prevent the loss of information during acquisition?

A promising solution is to actively modulate the scat-
tered wavefront during acquisition, in hopes that applying
multiple modulations increases the chance that a frequency
component is preserved. This approach is related to phase
diversity imaging [11, 15, 17, 25, 27, 37, 41, 45], which typ-
ically captures multiple scattered images of a static scene
with different modulations applied using deformable mir-
rors or spatial light modulators (SLM). However, phase di-
versity imaging traditionally was limited to imaging simple
scenes with mild optical aberrations, and the phase modula-
tions were often selected based on simple heuristics. The re-
cent development of neural wavefront shaping (NeuWS) [8]
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Figure 2. Overview of the Proposed End-to-end Learning Framework. During training, we jointly optimize the implicit neural repre-
sentation for the wavefront modulations and the proxy reconstruction network in an end-to-end fashion. During inference, one can apply
the learned wavefront modulations to any reconstruction algorithms for imaging through scattering, either a trained feed-forward recon-
struction network or an unsupervised iterative optimization algorithm [8]. The former approach is far faster and performs better when test
data and training data fall into similar distributions, while the latter generalizes better to unseen distributions of target scenes.

brings a significant breakthrough by leveraging recent in-
novations in machine learning and enables imaging high-
resolution and dynamic scenes through severe aberrations.
Still, the wavefront modulations applied by NeuWS during
acquisition are chosen randomly without explicit consider-
ation of their impact on frequency preservation.

In this paper, we take a significant step towards a more
systematic and principled approach in designing effective
modulations that better preserve frequencies against scat-
tering during image acquisition. Moving beyond the tradi-
tional reliance on simple heuristics for determining modu-
lation patterns, our method combines the strengths of dif-
ferentiable optimization and data-driven learning. Central
to our approach is the novel integration of the optical model
of wavefront modulations with a proxy reconstruction net-
work, resulting in a fully differentiable system. This inte-
gration allows for the simultaneous optimization of both the
proxy reconstruction network and the modulation patterns,
which are optimized end-to-end based on a large, simu-
lated training dataset. While imaging through scattering of-
ten requires iterative optimization algorithms because data-
driven feedforward networks often fail to generalize outside
their training domain, this paper demonstrates the remark-
able finding that training a hard-to-generalize network can

become a useful proxy allowing us to learn generalizable
modulations. Crucially, this proxy feedforward network al-
lows us to bypass the expensive backpropagation compu-
tation through an iterative reconstruction algorithm, which
would be necessary, but hopelessly impractical, if we were
to naively optimize the modulations: each iteration would
require us to finish an entire iterative reconstruction algo-
rithm. As will be shown in our simulated and real data
experiments, our learned modulations significantly enhance
the reconstruction capability of both our data-driven proxy
network and a state-of-the-art iterative optimization-based
method [8] for imaging through scattering.

Our contributions are:
• We present a novel end-to-end learning framework

to optimize acquisition-time wavefront modulations to
enhance our abilities to see through scattering.

• We demonstrate in both simulated and real experiments
that our learned modulations substantially improve im-
age reconstruction quality and effectively generalize to
unseen targets and scattering media.

• We show that the learned modulations can be decou-
pled from the jointly-trained proxy reconstruction net-
work and significantly enhance the reconstruction qual-
ity of state-of-the-art unsupervised approaches.
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2. Related Work
Learning-based Imaging Through Scattering Media.
A detailed review of imaging through scattering media can
be found in [10]. We highlight a few recent learning-based
approaches. Various data-driven approaches can be applied
to image through scattering [5, 13, 20, 22, 35, 36]. They
generally capture or synthesize large quantities of training
data and then learn a mapping from corrupted measure-
ments to reconstructed scenes. However, they tend to strug-
gle with out-of-distribution data. There have also been un-
supervised algorithms by fitting network-based parameteri-
zations of the scene to a collection of measurements [8, 15],
which can generalize across different distributions of aber-
rations and target scenes. Both of these methods take ad-
vantage of phase diversity.

End-to-End Learning of Optical Systems. End-to-end
learning is a flexible learning-based system design frame-
work that describes optical systems using parameterized
differentiable optical models which can then be optimized
with training data [31]. End-to-end learning has been ap-
plied successfully for extended depth-of-field imaging [14,
21, 29, 31], depth estimation [4, 14, 29, 43], high-dynamic-
range imaging [23, 33], seeing through near-lens occlu-
sions [30], and many other applications. To facilitate end-
to-end learning, prior works have also incorporated the us-
age of a proxy network to mimic the response of a specific
optical system or black-box algorithm [26, 39].

Phase Diversity Imaging. Phase diversity imaging (PDI)
can recover a clear image of an aberrated scene by obtain-
ing images with deliberately introduced known aberrations.
PDI does not pose strong assumptions on the target [45] or
the aberration [16], and the optics and calibration process
required are relatively simple compared to other adaptive
optics imaging [11]. While early applications of PDI are
often constrained to simple aberrations due to computation
complexities [32], the introduction of coded diffraction pat-
terns has enhanced its capacity for reconstructing intricate
scenes [3]. Recent PDI developments include improved
wavefront sensing [45, 50], phase retrieval [27, 44], adap-
tive optics [7, 15], and imaging through scattering [6, 8, 46].

3. Learned Wavefront Modulations
Here we describe our approach for learning wavefront mod-
ulations through training a proxy reconstruction network.

3.1. Scattering Problem

This paper focuses on the scenario where capturing an im-
age through scattering media can be modeled as

y = h(ϕ) ∗ x+ ϵ, (1)

where y is the captured measurement, x is the target scene
that we aim to reconstruct, ϵ is noise, and h(ϕ) is the un-
known, spatially invariant point spread function (PSF) de-
scribing the optical scattering, which manifests as unknown
phase delays ϕ to the wavefront. Assuming the target ob-
ject is illuminated with spatially incoherent monochromatic
light, the PSF h is related to the phase error ϕ by h(ϕ) =
|F(m ◦ ej(ϕ))|2, where F is the 2D Fourier transform, ◦ is
the hadamard product and m is the aperture mask [12]. Our
goal is to recover x from y captured through ϕ.

3.2. Phase Diversity

Phase diversity imaging seeks additional information about
the phase error ϕ by capturing a sequence of measurements
y1, y2, ... yK , each with additional known phase errors γ1,
γ2, ..., γK . As a result of these additional modulations, the
imaging forward model becomes yi = h(ϕ+γi)∗x+ϵi. In
traditional approaches, the phase modulations {γi}ni=1 were
typically either simple defocus sweeps or randomly chosen
patterns generated from Zernike polynomials [8, 25], and
their reconstruction objective seeks to minimize

LPDI(x̂, ϕ) =

K∑
i=1

∥∥yi − h(ϕ+ γi) ∗ x̂
∥∥2, (2)

over x̂ and ϕ, where x̂ is the estimate of scene x, assuming
ϵi follows an i.i.d. additive Gaussian distribution.

3.3. Learned Modulations

While previous works have leveraged differentiable prox-
ies of physical systems to design better algorithms [26,
39], this work leverages a differentiable proxy, P , of
non-differentiable algorithms to design better physical
systems—specifically the phase modulation Γ = {γi}Ki=1

used to image through scattering.
We sample a training image xn and simulate passing it

through an optical aberration drawn from some known dis-
tribution while we apply K learnable modulations to the
scattered wavefront. This model allows us to simulate a
collection of K images Y Γ

n = {yn1 , yn2 , ...ynK}, which are
different scattered observations of xn based on Eq. (1).

We then optimize both the proxy reconstruction algo-
rithm P and the modulation patterns Γ to minimize

Llearned(P,Γ) =

N∑
n=1

∥P(Y Γ
n )− xn∥2. (3)

Note that the ultimate goal of the learning is not to de-
sign a set of modulations specific to the network P . Rather,
we use the performance of P as a proxy to probe how effec-
tive the modulations Γ are for the scattering problem. The
differentiability of P allows for back-propagation to guide
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the optimization of the modulations. As we will demon-
strate, while P itself may not generalize outside of its train-
ing data domain, the learned modulations Γ are compatible
with other more generalizable reconstruction algorithms.

Our end-to-end training pipeline is illustrated in Fig-
ure 2. For the proxy reconstruction network, we choose a U-
Net with skip connections and self-attention modules [24].
To regularize the highly non-convex problem of optimizing
modulations, we use an implicit neural representation for
the modulations Γ. Specifically, the MLP G takes a fixed
vector Z with 28 channels, which corresponds to the first
28 Zernike polynomials [18]; it outputs a 16-channel vector
corresponding to 16 modulation patterns: ΓG = G(Z).

Incorporating the implicit neural representation for the
modulations, our final loss function becomes

Lfinal(P, G) =

N∑
n=1

∥∥P(Y ΓG
n )− xn

∥∥2, (4)

where Y ΓG
n = {h(ϕn +G(Z)i) ∗ xn}Ki=1.

3.4. Applying Learned Modulations

While the trained proxy network P demonstrates consid-
erable capability in recovering scenes from scattering in
our experiments, supervised data-driven methods often fail
to generalize to novel or cross-domain scenes, particularly
when compared to unsupervised approaches.

Therefore, after obtaining the learned modulations ΓG

and applying them during real-world acquisition, we send
the resulting modulated measurements to an unsupervised
iterative optimization-based reconstruction algorithm [8]
which does not suffer from the generalization issue of data-
driven methods. In effect, our method offers a best-of-both-
worlds scenario: the modulations ΓG are effectively learned
thanks to the joint supervised training with the proxy net-
work P , but their enhanced data acquisition quality is trans-
ferrable to other reconstruction algorithms, thus allowing us
to benefit from the generalization and domain adaptability
inherent in unsupervised reconstruction methods.

4. Analysis of Learned Modulations
Before we show the performance of the learned modulations
with real-world experiments in Section 6, we first analyze
the effectiveness of learned modulations in simulation.

4.1. Impact on Frequency

When the scattering media scrambles the incoming wave-
front, it destroys some of the target scene’s frequencies,
either by destructively interfering with them or by scatter-
ing them outside the imaging sensor. If those frequencies
are not captured in the measurement, it becomes difficult to
faithfully recover them. By applying multiple learned wave-
front modulation patterns, we increase the chance that each

Figure 3. MTF Comparison. We compare the MTF of learned
wavefront modulations vs. the MTF of modulations randomly
drawn from the same distribution of the scattering media. The
X-axis represents spatial frequency, and the Y-axis represents the
modulation transfer (the higher the better). Our learned wavefront
modulations exhibit a higher MTF compared to unoptimized ones,
especially over higher frequency bands, suggesting the learned
modulations preserve more high-frequency information.

frequency is better preserved by at least one of the modula-
tions. With the extra information from all modulated mea-
surements, a better image reconstruction performance could
be achieved regardless of the reconstruction algorithm.

Thus, we assess the performance of our learned modula-
tions by their combined ability to preserve frequencies. We
choose to the commonly used Modulation Transfer Func-
tion (MTF) as our metric [1, 19, 34, 38, 40]. MTF measures
the contrast produced by an imaging system at different
spatial frequencies, defined as MTFω

i (ϕ) =
∣∣F [hi(ϕ)]

∣∣ω ,
where hi is the PSF for the i-th modulation and the super-
script ω denotes indexing the MTF at a specific frequency
ω. For the multiple modulations in our problem setup, we
define the combined MTF as:

MTFω
comb({γi}, ϕ) = max

i
MTFω

i (ϕ+ γi), (5)

where for each frequency ω, we take the maximum over the
MTFs calculated from all modulations.

In Figure 3, we plot the combined MTF for both the
learned wavefront modulations and the random ones as
baseline. The learned ones have a clear advantage at high
frequencies (the higher the frequency is, the further away it
is to the center of the X-axis), suggesting that the learned
modulations are better at preserving finer details of the tar-
get scene. Note that during training, we never explicitly
encourage the MTF to be higher — the only loss term
we use is the mean square error between reconstruction
and ground truth image. This implies that our end-to-end
training implicitly encourages the modulations to preserve
higher-frequency information.

25279



Uncorrected measurements  

Reconstructions with no modulations

Reconstructions with random modulations

Ground truth   

Reconstructions with learned modulations

Figure 4. Proxy Network Reconstruction on Simulated Scat-
tering. Simulated imaging results through different aberrations.
Learned modulations lead to a better quality.

4.2. Impact on Reconstruction

We evaluate our jointly learned modulations and proxy net-
work both quantitatively and qualitatively. Both the train-
ing and test set are from the MIT Places 365 Dataset [51].
Training details are provided later in Section 5. Here, we
use two baselines: (1) simply training a feed-forward re-
construction network without any wavefront modulations,
and (2) training a feed-forward reconstruction network with
randomly chosen, fixed wavefront modulations as used in
prior PDI work. For a fair comparison, our approach and
baselines use the same network architecture and are trained
on the same data for the same number of iterations. Their
only difference is the usage of wavefront modulations.

As shown in Figure 4, compared to baselines, recon-
structions using learned modulations demonstrate finer de-
tails and higher consistency with the ground truth. Table 1
shows the quantitative comparison averaged over a test set
of 1,000 images, where our approach outperforms the base-
lines by over 3.9 dB. While the results above are all from
the jointly trained proxy reconstruction network, we will
show in Section 6 that our learned wavefront modulations
can decouple from the proxy network and also improve re-
construction quality based on iterative optimization [8].

Metric Modulations
None Random Learned

PSNR 25.476 26.439 30.391
SSIM 0.7640 0.7980 0.9082

Table 1. PSNR and SSIM of Simulation Results. We report the
test-time performance of our jointly trained modulations and the
proxy network. We compare it against two baselines where either
we do not use wavefront modulations or use randomly chosen,
unoptimized modulations. The metrics are averaged over the re-
construction of 1000 test images, each of which is scattered with a
randomly sampled optic aberration that is unseen during training.
The results demonstrate the huge performance improvement from
the optimization of wavefront modulations.

5. Implementation

Software Implementation & Training. For the proxy re-
construction network, we use an attention U-Net [24]; for
the MLP that represents the 16 wavefront modulations, we
use a two-layer MLP with leaky-ReLU activation. In each
training iteration, the optical aberrations are sampled ran-
domly from Zernike basis functions. The standard devia-
tion of the coefficients for each Zernike basis is randomly
generated from a uniform distribution from 5 to 6. We train
our proposed framework for 2 million iterations on the MIT
Places Dataset [51] with the Adam Optimizer and a learn-
ing rate of 0.001. Training took 12 hours on an NVIDIA
RTX A6000 GPU. For experimental results, we finetune
our trained model on the captured bio-tissue data under the
same training settings except with a learning rate of 0.0001.

Hardware Implementation. Our optical configuration is
depicted in Figure 6. A continuous-wave laser with a wave-
length of 532 nm was collimated and subsequently passed
through a laser speckle reducer (Optotune LSR-4C-L). The
resulting spatially incoherent light was then polarized and
reflected by a digital micromirror device (DMD). The DMD
(LightCrafter™ 4500) display is capable of rapidly present-
ing 8-bit target images. For ease of assembly, a reflecting
mirror was incorporated after the DMD. Then, the light
is focused by lens L0 (f = 100mm) onto the front fo-
cal plane of L1, a 10× microscopic objective. Our opti-
cal aberration—resin painted on glass—was placed at the
same location. L1 and a tube lens L2 (f = 200mm) consti-
tute a 4f system, and thereby the SLM is manipulating the
Fourier plane. We used a HOLOEYE LETO-3 phase-only
SLM to modulate the wavefront. Finally, the light reflected
by the SLM was imaged on the camera (1384×1036 pixel
Grasshopper3) via L3 (f = 500mm). Our capture speed is
limited to 30 fps by the camera frame rate.

Experimental Dataset. Our experimental data are from
human pathological slides, imaged with optical microscopy
(Zeiss Microscope Axio Imager.A2) and a 10× objective.
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Uncorrected measurements  

Proxy reconstructions with random modulations

Proxy reconstructions with learned modulations

Ground truth   

Proxy reconstructions with no modulations

Uncorrected measurements  

Proxy reconstructions with random modulations

Proxy reconstructions with learned modulations

Ground truth   

Proxy reconstructions with no modulations

Figure 5. Proxy Network Reconstruction on Physical Scattering. Experimental results of imaging objects through scattering media
by using our proxy reconstruction network. The left columns are in-distribution adipose tissue slides (zoomed-in region labeled with red
boxes); the right columns are out-of-distribution targets. Learned modulations yield superior imaging quality for both in-distribution and
out-of-distribution scenes, with the former out-performing the latter.

Collimated LaserLSRPolarizerDMD

Mirror
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L2
L1
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L3 Sensor

Scattering Medium

Figure 6. Optical Setup. A spatially incoherent light source illu-
minates the DMD and passes through thick scattering. The DMD
displays the target images for training and testing. The SLM is
placed onto the Fourier plane and projects learned patterns. The
wavefront is modulated and subsequently imaged onto a camera.

Each mage is 256×256 pixels. Our dataset includes 1,000
sectional images of adipose tissues. 40 of these images were
utilized for testing and the rest were used for training. To
evaluate the generalizability across different human tissues,
we also imaged sections of human stomach and glandular
epithelium, trachea, and finger. Additionally, we tested with
targets outside the domain of the training data, such as num-
bers and letters.

6. Experimental Results
We employed the optical system depicted in Figure 6. Our
learned modulations significantly enhance the imaging ca-
pabilities through scattering media. We tested on datasets
from both similar and distinctly different distributions from
our experimental training data. Our learned modulations
consistently yield superior visual reconstruction results.
Furthermore, we evaluated these modulations on both static
and dynamic scenes. We show that our learned modulations
significantly enhance reconstruction in both cases, which
suggests a broad applicability of our approach.

6.1. Proxy Reconstruction Network

The proxy network, fine-tuned on 960 adipose tissue images
through random scattering, was evaluated on a test set from
the same tissue type, as shown in the left of Figure 5. Re-
constructions driven by measurements of 16 learned SLM
patterns preserved the original contrast and high-frequency
details of the dyed sections. The close-ups show remarkable
detail accuracy. By comparison, reconstructions trained
on measurements of random or no modulation struggled,
particularly in lower-intensity areas, yielding blurry out-
puts. Beyond achieving good reconstruction fidelity on ob-
jects similar to our training dataset, we extended our eval-
uation to vastly different data distributions, like numbers
and letters. The results, as shown on the right of Figure
5, clearly indicate that the learned modulations yield bet-
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Figure 7. Unsupervised Reconstruction on Physical Scattering with Static Scenes. Experimental results of imaging different static
targets through scattering media using learned wavefront modulations with unsupervised iterative optimization [8]. Learned modulations
enhance reconstruction quality.

t = 1 t = 24 t = 48 t = 1 t = 24 t = 48

Uncorrected measurements  Uncorrected measurements  

Reconstructions with random modulations Reconstructions with random modulations

Reconstructions with learned modulations Reconstructions with learned modulations

Ground truth   Ground truth   

Figure 8. Unsupervised Reconstruction on Physical Scattering with Dynamic Scenes. Experimental results of imaging an opening
camera aperture through severe aberrations (left) and imaging non-regional motions (number 6 rotating clockwise and number 5 translating
to the right) through severe aberrations. We use the unsupervised iterative reconstruction approach [8]. Learned modulations highly
improve the quality of the reconstructed dynamic scene.

ter reconstruction quality, particularly in the USAF target
and stars. PSNR and SSIM are computed in Tables 2 and
3. Among the table cells, “None” means that the measure-
ments for each target only comprised the unmodulated im-
age (no modulation patterns are applied); “Random” means
that the modulation patterns are randomly sampled from the
same distribution as the aberrations.

6.2. Unsupervised Iterative Approaches

While the proxy network P exhibits considerable effective-
ness in real-world experiments, its performance remains
unsatisfactory for out-of-distribution data, which is ex-
pected. Nevertheless, our learned modulations are designed
to further augment generalizable, untrained reconstruction
algorithms based on iterative optimizations. To validate
this strategy, we deploy our learned modulations to a re-
cently developed unsupervised iterative approach for imag-
ing through scattering, NeuWS [8], in our benchmark study.
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Method Data type Modulation
None Random Learned

Proxy Tissue 16.53 17.57 19.06
Proxy Out-of-dist. 9.34 9.90 10.71

Iterative [8] Static N/A 11.26 14.61
Iterative [8] Dynamic N/A 8.90 12.89

Table 2. PSNR of Experimental Results. For our jointly trained
feed-forward proxy reconstruction network (“proxy”), we tested
on 40 tissue samples and 8 out-of-distribution scenes, all of which
are static. For the iterative method [8], we tested on the same 8
out-of-distribution static scenes. We also tested [8] on 2 dynamic
scenes, each with 48 frames. The iterative method relies on mul-
tiple wavefront modulations and therefore cannot recover objects
with a single measurement, hence the “N/A”. Compared against
random modulations or no modulations, our learned modulations
lead to better reconstruction performance for both the proxy net-
work and the unsupervised iterative approach.

Method Data type Modulations
None Random Learned

Proxy Tissue 0.44 0.48 0.58
Proxy Out-of-dist. 0.29 0.30 0.32

Iterative [8] Static N/A 0.21 0.38
Iterative [8] Dynamic N/A 0.23 0.33

Table 3. SSIM of Experimental Results. Same as Table 2 but
showing SSIM. Our learned modulations performs better.

Figure 7 shows the reconstruction performance of
NeuWS [8] on 8 static objects, each using only 16 mea-
surements. The superiority of using learned modulations
is visually evident in the results. We excluded experiments
with no modulations here, due to the algorithm’s inability to
recover objects using a single unmodulated measurement.

For dynamic scenes, each scene involves 48 frames cap-
tured by cycling through the 16 SLM patterns. Figure 8
demonstrates the reconstruction results on dynamic scenes:
the result on the left illustrates a camera aperture gradually
enlarging; the result on the right shows two different mo-
tions to solve the non-regional dynamic reconstruction (the
number 6 on the left rotates clockwise at 0.5◦ per frame,
while the number 5 translates from the center to the right).
Quantitative metrics on the dynamic results are included in
Table 2 and 3. Full video results are in the project webpage.

7. Discussion & Conclusion

Role of the Proxy Reconstruction Network. The proxy
network not only aims to reconstruct the images; its perfor-
mance also indicates how good the wavefront modulations
are for the restoration task. Therefore, joint differentiable
optimization of both the proxy network and the modulations
works in our favor, and the experimental results indeed in-

dicate that this is an effective way of learning useful wave-
front modulations. Without this proxy network, we would
have to somehow connect the modulation update with the
performance of an iterative optimization method, which is
impractical due to time and memory constraints.

Regularization Perspective. To recover missing signal
frequencies due to scattering, most existing methods rely
on prior information of the scene, either hand-crafted or
data-driven. This work rethinks the strategy of incorporat-
ing prior knowledge: can we impose a prior over wavefront
modulations? The goal here is to let the resulting imag-
ing system capture more information about the target scene
through scattering. Our results validate the effectiveness of
learning a prior over the wavefront modulation domain.

Applicability to Other Vision Tasks. The end-to-end
learning approach can potentially benefit other vision tasks
through scattering media, using a task-specific proxy net-
work. For instance, if we were to do object detection or se-
mantic segmentation through scattering media, we can re-
place the proxy reconstruction U-Net with a network tai-
lored for these two tasks, and perform end-to-end training
in the same way as before. Note that we validated our pro-
posed method on a monochromatic imaging system, which
is prevalent in medical and scientific imaging. Extending
it to broadband imaging tasks, e.g., outdoor navigation, re-
quires the optimization of wavelength-dependent modula-
tion patterns, which we leave for future work.

Conclusion. We proposed a robust end-to-end learning
framework integrating the optical scattering model with a
proxy image reconstruction network. The learned wave-
front modulations can both work with the proxy reconstruc-
tion network and augment a generalizable, optimization-
based algorithm. We conducted intensive experiments to
validate our approach. This work shows the synergy of ad-
vanced wavefront modulation techniques with cutting-edge
machine learning methods, representing a significant leap
forward in computer vision and optical imaging.
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