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Abstract

Trajectory prediction plays an important role in various
applications, including autonomous driving, robotics, and
scene understanding. Existing approaches mainly focus on
developing compact neural networks to increase prediction
precision on public datasets, typically employing a stan-
dardized input duration. However, a notable issue arises
when these models are evaluated with varying observation
lengths, leading to a significant performance drop, a phe-
nomenon we term the Observation Length Shift. To address
this issue, we introduce a general and effective framework,
the FlexiLength Network (FLN), to enhance the robustness
of existing trajectory prediction techniques against vary-
ing observation periods. Specifically, FLN integrates tra-
jectory data with diverse observation lengths, incorporates
FlexiLength Calibration (FLC) to acquire temporal invari-
ant representations, and employs FlexiLength Adaptation
(FLA) to further refine these representations for more ac-
curate future trajectory predictions. Comprehensive exper-
iments on multiple datasets, i.e., ETH/UCY, nuScenes, and
Argoverse 1, demonstrate the effectiveness and flexibility of
our proposed FLN framework.

1. Introduction
The goal of trajectory prediction is to predict the future
locations of agents conditioned on their past observed
states, a key step in understanding their motion and be-
havior patterns. This task is essential yet challenging in
many real-world applications such as autonomous driv-
ing [21, 23, 59, 77], robotics [10, 36], and scene under-
standing [11, 69]. Recent advancements in deep learning
have significantly improved the accuracy of trajectory pre-
dictions [2, 4, 8, 9, 17, 27, 38, 44, 47, 50, 52, 65, 66, 76].
However, achieving such promising prediction performance
typically requires complex models and extensive computa-
tional resources. Additionally, many state-of-the-art meth-
ods are developed on public datasets [7, 55, 61, 74] with
a fixed observation length, failing to consider the potential
discrepancies between training conditions and diverse real-

Figure 1. The Observation Length Shift phenomenon is a common
issue in the trajectory prediction task. The AgentFormer model is
trained with a standard observation length of 8 timesteps and tested
at varying lengths to compare with Isolated Training (IT). For each
dataset, the bar groups from left to right correspond to observation
lengths of 2, 4, and 6 timesteps, respectively.

world scenarios. Consequently, the fixed training setups are
often too rigid to meet in practice, especially when faced
with environmental changes or observational variables.

Recently, some studies have explored the issue of
training-testing discrepancy in trajectory prediction. For ex-
ample, work [68] proposes a solution for scenarios where
observations might be incomplete due to occlusions or lim-
ited viewpoints, by developing a method that combines
trajectory imputation and prediction. Other research ef-
forts [5, 24, 26, 67] focus on tackling the domain shift
challenge, where the testing environment differs from the
training. Additionally, studies [34, 40, 54] address situa-
tions with limited observations, such as having only one or
two data points available. These approaches try to mitigate
the training-testing gap from various angles. Acknowledg-
ing these efforts, the importance of addressing the training-
testing gap is highlighted. In our paper, we concentrate on
the less-explored issue of observation length discrepancy.

For certain well-known architectures such as RNN [22]
and Transformer [57], the ability to process inputs of vary-
ing lengths presents a straightforward solution: train the
model with the standard input length and then evaluate at
different input lengths. This solution is contrasted with Iso-
lated Training (IT), where the model is trained at the spe-
cific observation length and evaluated with the same input
length. We conducted experiments using a Transformer-
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based method AgentFormer [73] on dataset ETH/UCY [31,
46] with results illustrated in Fig. 1. The results reveal
a clear performance discrepancy between these two solu-
tions, suggesting performance declines when not evaluated
at the training length. We term this phenomenon the Ob-
servation Length Shift. It should be noted that while the
performance of IT marginally improves, it requires multi-
ple training rounds for different observation lengths. This
observation raises two crucial questions:

1. What are the underlying reasons behind this per-
formance discrepancy?

2. Can this issue be resolved without substantial mod-
ifications or increased computational expense?

Prompted by these questions and given the popularity of
Transformer-based models in the trajectory prediction task,
we conducted an in-depth analysis of a Transformer-based
trajectory prediction method, as detailed in Sec. 3. This
investigation revealed two main causes, which we sum-
marized as positional encoding deviation and normaliza-
tion shift. Building on these findings, we introduce a ro-
bust and adaptable framework, the FlexiLength Network
(FLN), to overcome the Observation Length Shift problem.
FLN effectively merges trajectory data from various ob-
servation lengths, integrates FlexiLength Calibration (FLC)
to create time-invariant representations, and applies Flex-
iLength Adaptation (FLA) to enhance these representations,
thereby improving the trajectory prediction precision. No-
tably, FLN requires only one-time training, without sub-
stantial modifications, but offers the flexibility to different
observation lengths, thus addressing our second question.

Despite some studies focusing on positional encoding
deviation [13, 42] and normalization shift [71, 72], our work
addresses the Observation Length Shift, a commonly over-
looked issue in trajectory prediction. We propose the Flex-
iLength Network (FLN) as a practical and non-trivial so-
lution, especially valuable in real-world scenarios. Unlike
Isolated Training (IT), which is time and memory-expensive
for adapting to various observation lengths, FLN offers a
more resource-efficient alternative. Even though modern
architectures accommodate various input lengths, they of-
ten suffer performance discrepancies, a gap that FLN effec-
tively bridges while preserving the original model design.
Furthermore, FLN can be applied to nearly all existing mod-
els that are based on the Transformer architecture. The key
contributions of our work are organized as follows:

• We identify and thoroughly analyze the Observation
Length Shift phenomenon in trajectory prediction, pin-
pointing the factors that lead to performance degrada-
tion and guiding the direction of our solution.

• We introduce the FlexiLength Framework (FLN), a
robust and efficient framework requiring only one-
time training. It includes FlexiLength Calibration
(FLC) and FlexiLength Adaptation (FLA) for learning

temporal invariant representations, boosting prediction
performance with different observation lengths.

• We validate the effectiveness and generality of
FLN through comprehensive experiments on multi-
ple datasets. It demonstrates consistent superiority
over Isolated Training (IT) with various observation
lengths.

2. Related Work
Trajectory Prediction. The objective is to forecast the fu-
ture trajectories of agents based on their historical obser-
vations. The primary focus has been on understanding the
social dynamics among these agents, leading to the devel-
opment of various methodologies, utilizing Graph Neural
Networks (GNNs) as seen in works like [3, 28, 33, 39,
51, 53, 62]. The inherently uncertain and diverse nature
of future trajectories has led to the development with gen-
erative models, including Generative Adversarial Networks
(GANs) [1, 19, 28, 32, 48], Conditional Variational Autoen-
coders (CVAEs) [25, 37, 49, 63, 64], and Diffusion mod-
els [18, 27, 38]. These models have achieved promising re-
sults on various datasets. However, most of these methods
prioritize prediction accuracy while overlooking the dis-
crepancies that often arise in real-world applications, result-
ing in decreased adaptability under varying conditions. In
contrast, our work focuses on the variation in observation
lengths, a challenge that many existing methods face. It is
noteworthy that some methods based on RNN [12, 25, 49]
and Transformer [16, 56, 70, 73] can handle varying input
lengths. However, these approaches show limitations under
observation length shifts. Our work delves into this specific
challenge, proposing a comprehensive solution that not only
enhances the robustness of existing methods but also im-
proves their performance on varying observation lengths.
Training-Testing Discrepancy. The gap between training
and testing can present in different ways, either in input
types or environmental conditions. Recent studies have be-
gun to uncover various aspects of discrepancy in trajectory
prediction. Some methods [5, 24, 26, 67] have focused on
the environmental shifts between training and testing, offer-
ing innovative solutions. Another approach [60] deals with
the absence of High-Definition (HD) maps during testing,
employing Knowledge Distillation (KD) to transfer map
knowledge from a more informed teacher model to a stu-
dent model. Another aspect recently explored is the com-
pleteness of observations. Studies like [34, 40, 54] assume
only limited observed trajectory data, specifically one or
two frames, is accessible for forecasting. This assumption
has led to the concept of instantaneous trajectory prediction.
Other studies [30, 68] have addressed the challenges posed
by incomplete observations due to occlusions or viewing
limitations in real environments. Another recent work [45]
attempts to diminish internal discrepancies across datasets
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Figure 2. ADE5 and FDE5 results for the AgentFormer model,
which is trained on the nuScenes dataset using a standard observa-
tion length of 4 timesteps, and tested at shorter observation lengths
of 2 and 3 timesteps. These results are compared to those obtained
through Isolated Training (IT).

collected in arbitrary temporal configurations. While these
methods have recognized various aspects of training-testing
discrepancies, the issue of observation length shift remains
relatively unexplored. Our proposed framework stands out
in its generality and effectiveness, improving the ability to
handle trajectory data across different observation lengths.
Test-Time Adaptation. The objective of test-time adapta-
tion is to adapt models to new data during testing. A com-
mon approach includes integrating an auxiliary task [14,
15, 43] that employs straightforward self-supervision tech-
niques on the target domain, which typically requires mod-
ifications to the training process in the source domain to in-
clude this auxiliary task. However, recent strategies [35, 58]
enable straightforward adjustments in the target domain,
avoiding the need to modify the training process. Unlike
these methods, our proposed framework only requires one-
time training, eliminating the necessity for adjustments dur-
ing training or additional tuning during inference. More-
over, our framework functions independently, without the
need for evaluation data during the training phase.

3. A Close Look at Performance Degradation
Observation Length Shift. The Observation Length Shift
phenomenon becomes apparent when models, trained with
a specific observation length, are tested using varying
lengths, as illustrated in Fig. 1. To investigate further,
we train the AgentFormer model [73] using the nuScenes
dataset [6] and evaluate its performance across different ob-
servation lengths, with the results presented in Fig. 2. These
results reveal noticeable performance gaps when the model
is evaluated with different observation lengths compared to
Isolated Training. Notably, the performance degradation is
smaller when the testing observation length is close to the
training observation length.
Positional Encoding Deviation. Previous studies [20, 41]
have demonstrated that Transformer models struggle to gen-
eralize to input lengths they haven’t encountered before, due
to a lack of inductive bias. Other works [13, 42] identify
positional encoding as a critical factor that limits the gener-

Mean 𝝁𝝁 Variance 𝝈𝝈𝟐𝟐

Figure 3. Layer Normalization statistics in two different layers of
the Transformer encoder within the AgentFormer model, isolat-
edly trained on the Eth dataset at observation lengths of 2, 6, and
8 timesteps.

alization ability to new lengths and suggest model structure
adjustments to enhance the positional encoding. Focusing
on the Transformer-based models, we analyze the positional
encoding in the AgentFormer. The positional encoding fea-
ture τ tn(k) for agent n at timestep t is calculated as follows:

τ
t
n(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

sin((t +H)/10000k/dt), k is even

cos((t +H)/10000(k−1)dt), k is odd
, (1)

where k represents the feature index, dt is the feature di-
mension, and H is the observation length. It is obvious
that simply removing observations without compensation
will cause the length change, subsequently altering the po-
sitional encoding. Consequently, we hypothesize that the
positional encoding deviation is one crucial factor to the
performance gap. Although other Transformer-based mod-
els [75, 76] use a fully learnable positional embedding, our
experiments in Sec. 5 indicate that this type of positional
embedding remains a key reason.
Normalization Shift. Previous works [71, 72] have stud-
ied the issue of normalization shift in the context of im-
age and video classification. They found that altering net-
work widths impacts Batch Normalization (BN), leading to
variations in the means and variances of aggregated fea-
tures and thereby affecting feature aggregation consistency.
Given that Layer Normalization (LN) is widely used in
Transformer-based models and operates similarly to BN,
we hypothesize that the discrepancy in LN statistics could
be another factor affecting the generalization ability to dif-
ferent lengths. For example, if a model is trained using an
observation length of H and later evaluated using a length
of L, the input to the LN would be the intermediate feature
f
L during testing, resulting in the following output:

y
L
= γ

H f
L − µ

H

√
σH2

+ ϵ
+ β

H
, (2)

where µH , σH2
are derived from the data distribution with

input length H , and γH , βH are parameters learned during
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Figure 4. Illustration of our FlexiLength Network (FLN). The map encoding branch is omitted for simplicity. During training, with inputs
of varying observation lengths HS , HM , and H

L, we utilize FlexiLength Calibration (FLC) to acquire temporal invariant representations.
Furthermore, FlexiLength Adaptation (FLA) is employed to align these invariant representations with different sub-networks, thereby
augmenting the model capabilities. During inference, the sub-network with the closest match in observation length is activated.

training with the same input length. We train the Agent-
Former model using observation lengths H and L and then
analyze the feature statistics in the Transformer encoder’s
two Layer Normalizations (LNs). Clear statistical differ-
ences at varying observation lengths can be observed in
Fig. 3. Importantly, both µ and σ are data-dependent, indi-
cating that the differences arise directly from the data itself.
Therefore, we believe that the variations in LN statistics
are another reason for the Observation Length Shift phe-
nomenon in Transformer-based models.

4. FlexiLength Network

4.1. Problem Formulation

Despite some variations in terminology, the fundamental
problem setup for multi-agent trajectory prediction remains
the same across existing methods. Essentially, the objec-
tive is to predict the future trajectories of multiple agents,
Y ∈ RN×T×F , based on their past observed states X ∈

RN×H×F . Here, N represents the number of agents, H is
the length of observation, T is the prediction duration and
F typically stands for 2, denoting coordinate dimensions.
Common approaches aim to develop a generative model,
denoted as pθ(Y∣X, I), where I represents the contextual
information such as High-definition (HD) maps.

As previously mentioned, these methods often face chal-
lenges when there is a variation in observation lengths dur-
ing evaluation. Hence, our objective is to develop a model
pθ(Y∣X, I) that can be evaluated across a range of input
lengths H, and achieves similar or even better performance
compared to Isolated Training (IT), where H denotes a set
of different observation lengths.

4.2. FlexiLength Calibration

As observed in Sec. 3, the performance gap is smaller when
the evaluation length is closer to the training length. This
observation inspired us to incorporate observations of vary-
ing lengths during training and to develop corresponding

sub-networks for feature extraction from these sequences.
Given an observation trajectory sequence X, we can gener-
ate sequences of varying lengths either through truncation
or a sliding window approach. In this way, we can col-
lect three sequences: X

S , XM , and X
L, corresponding

to Short, Medium, and Long lengths, with corresponding
lengths HS , HM , and HL. During training, these three se-
quences are each fed into their corresponding sub-networks
F

S(⋅), FM(⋅), and FL(⋅), for processing.
Fig. 4 showcases our FlexiLength Network (FLN) de-

veloped atop the Transformer-based architecture, where the
map branch is omitted for simplicity. We categorize the
components of typical Transformer-based models into sev-
eral key parts: a Spatial Encoder for spatial feature extrac-
tion, a Positional Encoder (PE) for embedding positional in-
formation, a Transformer Encoder for temporal dependency
modeling, and a Trajectory Decoder for generating trajecto-
ries. During training, the three inputs XS , XM , and XL

are each processed by their respective sub-networks FS(⋅),
F

M(⋅), and F
L(⋅). During inference, the sub-network

matching the observation length is exclusively activated.
This approach sets up a computational stream in the FLN
framework, enabling effective evaluation across various ob-
servation lengths.
Sub-Network Weight Sharing. Given the three trajectory
samples XS , XM , and XL, we employ shared weights for
the spatial encoder, temporal encoder, and trajectory de-
coder across all sub-networks, to find a group of parameters
θ to extract the spatio-temporal features as follows:

Y
∗
∼ D(ψ∗), D(ψ∗) = F ∗(X∗

; θ), (3)

where ∗ ∈ {S,M,L}, and D(ψ∗) denotes the distribution
parameterized by ψ∗, that Y ∗ adheres to, such as a bivariate
Gaussian or Laplace mixture distribution [76].

This design contrasts with Isolated Training (IT) by be-
ing more efficient in terms of parameter usage, as it main-
tains only a single set of weights applicable to various
lengths. Additionally, this shared-weight strategy enhances
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performance by implicitly providing the model with the
prior knowledge that these three observed sequences are
part of the same trajectory. This insight makes the model
more resilient to observation length shifts.
Temporal Distillation. Trajectory prediction models gen-
erally perform better with longer observations XL as more
movement information is contained. Consequently, we re-
gard Y L

∼ D(ψL) as the most ’accurate’ among the three
predictions. To update the parameters of FL(⋅), we employ
a negative log-likelihood loss, represented as follows:

Lreg = − log(P(Ŷ ∣ψL)), (4)

where Ŷ is the ground truth trajectory. Note that as multi-
ple agents always exist within a single trajectory, the above
equation is a simplified version and omits the calculation
for the average value per agent at each time step.

For updating the parameters of the other two sub-
networks, FS(⋅) and FM(⋅), a direct approach might in-
volve calculating a corresponding negative log-likelihood
loss as shown in Eq. (4). However, it has potential draw-
backs. Since the weights are shared across all three sub-
networks, the optimal parameters for FL(⋅) may not be as
effective for FS(⋅) or FM(⋅). Additionally, optimizing the
log-likelihood loss for ψS and ψ

M could also hinder the
performance of FL(⋅). This is because their inputs XS

and XM , with less movement information, might lead to
a poorer fit. To address this issue, we employ the KL di-
vergence loss [29] to calibrate and incorporate ψS and ψM

into the computational process as follows:

Lkl = KL(D(ψL)∣∣D(ψM)) + KL(D(ψL)∣∣D(ψS)).
(5)

Updating the weights of shared sub-networks through
Eq. (5) aims to align the predicted distributions of the ’stu-
dent’ networks (D(ψM) and D(ψS)) closely with the pre-
dicted distribution of the ’teacher’ network (D(ψL)). This
process facilitates the transfer of valuable knowledge from
F

L(⋅) to both FM(⋅) and FS(⋅). The entire set of param-
eters for our FLN is updated as follows:

LFLN = Lreg + λ1 ⋅ Lkl, (6)

where λ serves to balance these two terms during backprop-
agation, we have set λ = 1 in our implementation.

Considering both Sub-Network Weight Sharing and
Temporal Distillation, Lreg offers guidance for the predic-
tion task, while Lkl offers intra-trajectory knowledge to net-
work training. This will promote D(ψL), D(ψM), and
D(ψS) exhibit high similarity, as the length shift does not
alter the distribution of one specific trajectory. Through this
approach, FLN not only learns temporal invariant represen-
tations but also ensures ease of implementation, as it does
not require any changes to the feature extractors.

4.3. FlexiLength Adaptation

We developed FLC to guide our FLN in learning temporal
invariant representations. Additionally, we introduce Flex-
iLength Adaptation (FLA) to optimize the fit of these invari-
ant features across different sub-networks, thereby further
improving their representational capacity.
Independent Positional Encoding. Our analysis in Sec. 3
identifies positional encoding as one factor that can confuse
the model regarding observation length. To counter this, we
implement independent positional encoding for each sub-
network. Taking the positional encoding from the Agent-
Former [73] as an example, we define the positional encod-
ing for inputs with diverse observation lengths as follows:

τ
t
n(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

sin((t +H
∗)/10000k/dt), k is even

cos((t +H
∗)/10000(k−1)dt), k is odd

, (7)

where ∗ ∈ L,M,S. While recent Transformer-based mod-
els [75, 76] have shifted to a fully learnable positional em-
bedding instead of the traditional sinusoidal pattern, we
adopt this learnable positional embedding across each of
our sub-networks. As a result, for each input sequence XS ,
X

M , and X
L, we define unique learnable positional en-

coding τS , τM , and τL. Note that the implementation of
independent positional encoding for each sub-network is a
resource-efficient solution, introducing only a negligible in-
crease in parameters and computation.
Specialized Layer Normalization. As outlined in Sec. 3,
normalization shift is another reason for the performance
gap when observation length shifts. Denote the interme-
diate features for XS , XM , and XL as fS , fM , and fL,
respectively. We introduce the specialized layer normaliza-
tion for each input sequence as follows:

y
∗
= γ

∗ f
∗ − µ

∗

√
σ∗2 + ϵ

+ β
∗
, (8)

where ∗ ∈ {S,M,L}. This specialized normalization al-
lows for the independent learning of γ and β, and the calcu-
lation of µ and σ specific to each sequence during training.
Moreover, this approach is efficient, as normalization typi-
cally involves a simple transformation with less than 1% of
total model parameters.

5. Experiments
5.1. Settings

Baselines. Our proposed FLN is a general framework that
is compatible with those Transformer-based methods. We
have chosen two widely recognized open-source methods,
AgentFormer [73] and HiVT [75], to integrate with our
FLN. Furthermore, for a more comprehensive comparison,
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Method Note #Param ADE5/FDE5 ↓ K = 5 Samples ADE10/FDE10 ↓ K = 10 Samples

2 Timesteps 3 Timesteps 4 Timesteps 2 Timesteps 3 Timesteps 4 Timesteps

AFormer [73] - 6.67M 2.26/4.53 2.00/4.10 1.86/3.89 1.72/3.06 1.53/2.95 1.45/2.86

♦AFormer-Mixed ρ
S=ρM=ρL=0.5 6.67M 2.14/4.38 1.98/4.05 1.94/3.91 1.68/3.06 1.50/2.91 1.57/2.93

♦AFormer-Mixed ρ
S=0.75, ρM=ρL=0.5 6.67M 2.10/4.38 1.98/4.02 2.05/4.14 1.65/3.01 1.50/2.90 1.66/3.11

♦AFormer-Tuning 4Ts→2Ts 6.67M 2.10/4.32 2.15/4.31 2.28/4.43 1.60/2.98 1.81/3.34 1.79/3.12
♦AFormer-Tuning 4Ts→3Ts 6.67M 2.32/4.67 1.93/3.94 2.32/4.96 1.98/3.33 1.48/2.92 2.12/3.97
♦AFormer-Joint - 6.67×3M 1.98/4.19 1.95/3.97 1.90/4.02 1.54/3.04 1.50/2.91 1.49/2.96
♦AFormer-IT - 6.67×3M 2.02/4.23 1.93/3.97 1.86/3.89 1.52/3.00 1.47/2.89 1.45/2.86

AFormer-FLN ρ
S=ρM=ρL=1 6.68M 1.92/3.91 1.88/3.89 1.83/3.78 1.47/2.90 1.43/2.82 1.32/2.73

Table 1. Comparison with baseline models on nuScenes, evaluated using ADE5/FDE5 and ADE10/FDE10 metrics. The best results are
highlighted in bold and the second-best results are underlined.

Method Note #Param ADE6/FDE6 ↓ K = 6 Samples

10 Timesteps 20 Timesteps 30 Timesteps

HiVT-64 [75] - 662K 1.23/1.48 0.91/1.37 0.69/1.04

♦HiVT-64-Mixed ρ
S=ρM=ρL=0.5 662K 1.14/1.57 0.86/1.22 0.80/1.12

♦HiVT-64-Mixed ρ
S=0.75, ρM=ρL=0.5 662K 1.08/1.49 0.88/1.22 0.84/1.13

♦HiVT-64-Tuning 30Ts→10Ts 662K 0.90/1.38 1.14/1.48 1.18/1.31
♦HiVT-64-Tuning 30Ts→20Ts 662K 1.33/1.61 0.87/1.20 1.12/1.29
♦HiVT-64-Joint - 662×3K 0.98/1.45 0.89/1.24 0.74/1.09
♦HiVT-64-IT - 662×3K 0.92/1.43 0.81/1.17 0.69/1.04

HiVT-64-FLN ρ
S=ρM=ρL=1 680K 0.81/1.25 0.72/1.08 0.65/0.98

Table 2. Comparison with baseline models on the Argoverse 1 validation set, evaluated using ADE6/FDE6 metrics. The best results are
highlighted in bold and the second-best results are underlined.

we include four additional baseline models: (1) Mixed
Sampling: In each training iteration, we assign three prob-
abilities ρS , ρM , and ρL to take trajectory data with obser-
vation lengths HS , HM , and HL for training. (2) Fine-
tuning: The model is trained using the observation length
H

L, and then fine-tuned using another length (HS or HM )
until convergence. (3) Joint: We expand the training dataset
by including trajectory samples from all three observation
lengths (HS , HM , and H

L) and then train the original
model without any structural changes. (4) Isolated Train-
ing: The model is trained exclusively with trajectory data
of a single observation length, HS , HM , or HL.

Datasets. We use three following datasets: (1) The
ETH/UCY dataset [31, 46] is a primary benchmark for
pedestrian trajectory prediction, including five datasets, Eth,
Hotel, Univ, Zara1, and Zara2, with densely interactive tra-
jectories sampled at 2.5Hz. (2) The nuScenes dataset [74]
is a large autonomous driving dataset featuring 1000 scenes,
each annotated at 2Hz, and includes HD maps with 11 se-
mantic classes. (3) Argoverse 1 [7] contains 323,557 real-
world driving sequences sampled at 10Hz, complemented
with HD maps for trajectory prediction.

Evaluation Protocol. Across the three datasets, we use
the metrics Average Displacement Error (ADEK) and Fi-
nal Displacement Error (FDEK) for comparison, where
K indicates the number of trajectories to be predicted.
Each dataset follows its own evaluation protocol: (1) For

ETH/UCY, the leave-one-out setting is standard, with the
task to predict 12 future time steps from 8 observed steps.
Here, K is commonly set to 20. (2) Within the nuScenes
dataset, as used in AgentFormer, only vehicle data is con-
sidered, predicting 12 future steps from 4 observed steps. K
is usually set to 5 and 10. (3) In Argoverse 1, sequences are
segmented into 5-second intervals, with predictions made
for 30 future steps (3 seconds) based on 20 observed steps
(2 seconds) involving multiple agents. The validation set is
used for our evaluation purpose, with K being 6.
Implementation Details. For each dataset, we define
three different observation lengths (in timestep) H =

{HS
, H

M
, H

L} for training, whereHL is set as the default
length in the standard evaluation protocol, considering the
potential unavailability of data beyond this length. Specifi-
cally, we use H = {2, 6, 8} for ETH/UCY, H = {2, 3, 4} for
nuScenes, and H = {10, 20, 30} for Argoverse 1. The pre-
diction length T remains as defined in the standard settings.
The prototype models are trained at observation length HL

and evaluated at HS and HM . Isolated Training (IT) refers
to training and evaluating the model separately at observa-
tion length HS , HM , and HL. More details and experi-
ments are provided in the Supplementary Material.

5.2. Main Results

Comparison with Baselines. Tab. 1 presents the results us-
ing the AgentFormer model on the nuScenes dataset, where
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(a) ADE20 on Eth. (b) ADE20 on Hotel. (c) ADE20 on Univ. (d) ADE20 on Zara1. (e) ADE20 on Zara2.

Figure 5. Performance on five ETH/UCY datasets using the AgentFormer model, measured with ADE20. These results are compared with
those of the baseline model and Isolated Training (IT), showcasing notable improvements achieved by our FLN.

(a) FDE20 on Eth. (b) FDE20 on Hotel. (c) FDE20 on Univ. (d) FDE20 on Zara1. (e) FDE20 on Zara2.

Figure 6. Performance on five ETH/UCY datasets using the AgentFormer model, measured with FDE20. These results are compared with
those of the baseline model and Isolated Training (IT), showcasing notable improvements achieved by our FLN.

our FLN framework outperforms all baseline models, show-
casing its robustness in adapting to different observation
lengths. It is noticeable that Mixed Sampling helps miti-
gate the Observation Length Shift issue, as indicated by the
improvement at observation lengths of 2 and 3 timesteps,
compared to the results achieved with the standard train-
ing protocol. However, this improvement comes at the cost
of reduced accuracy at the 4-timestep observation length.
Increasing the probability for length HS improves the per-
formance at that length, but conversely, the performance at
H

L becomes worse. This pattern suggests a trade-off: im-
proved results at shorter lengths result in diminished per-
formance at longer lengths. One interesting observation is
that the performance at HM remains relatively stable, pos-
sibly because the quantity of sequence data forHM andHL

remains unchanged, thus maintaining a consistent relation-
ship between these two data clusters. Fine-tuning enables
the baseline method to achieve comparable performance
with IT, neglecting information from other lengths. As for
the joint baseline, its performance is similar to IT, and even
better than IT at the 2-timestep length when K = 5. How-
ever, a significant issue with both Joint and IT baselines
is the increased complexity of the models due to repeated
training sessions. In contrast, our FLN requires only a sin-

gle training session with minimal additional computational
overhead, yet it allows for evaluation at various lengths and
obtains superior results.
Performance across Datasets. Additionally, the evalua-
tion on the ETH/UCY benchmark, as illustrated in Fig. 5
and Fig. 6, reveals that our proposed FLN outperforms IT
at different observation lengths. We also extend our FLN to
the HiVT method, which utilizes learnable embeddings for
positional encoding, and evaluate it on the Argoverse 1 val-
idation set. The results, presented in Tab. 2, show that FLN
consistently achieves superior performance across three dif-
ferent observation lengths, affirming its robustness in adapt-
ing to various observation lengths.

5.3. Generality Study

We have demonstrated that FLN surpasses IT at the train-
ing observation lengths, while not evaluating the model at
lengths outside the training range. Inspired by our findings
in Sec. 3, where the performance gap narrows with observa-
tion length closer to the standard input length, we introduce
an efficient inference approach enabling FLN to be evalu-
ated at any length. When encountering an unseen length
H

′, we first calculate its difference fromH
S ,HM , andHL,

and then activate the sub-network with the least difference
in length. In cases where two sub-networks have the same
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∆ADE6/∆FDE6 ↓ 

4Ts*   -0.15/-0.21
6Ts*   -0.10/-0.18
10Ts   -0.11/-0.18
14Ts -0.08/-0.18
16Ts   -0.08/-0.10
20Ts   -0.09/-0.10
24Ts   -0.03/-0.09
26Ts   -0.02/-0.02
30Ts   -0.04/-0.06

Figure 7. Performance of FLN and IT at different observation
lengths on the Argoverse 1 validation set. The improvements are
listed in the table. Results from observation lengths outside the
range of 10 to 30 are denoted with a ∗.

length difference, we default to the one with the longer in-
put length. This approach allows for the evaluation of FLN
across a spectrum of unseen observation lengths.

Since we set the longest length HL as the standard ob-
servation length, it is challenging to generate trajectory se-
quences with observation lengths longer than H

L due to
their pre-segmentation. The results on the Argoverse 1 vali-
dation set with observation length shorter than 30 timesteps
are illustrated in Fig. 7. These results clearly demonstrate
that FLN consistently outperforms IT at all observation
lengths, even those beyond the 10-30 range. This validates
the strong generality of our FLN in handling observation
lengths that are not included during training.

5.4. Ablation Study

Length Combination. We implement different combina-
tions of observation lengths on Argoverse 1, with the results
presented in Tab. 3. It is observed that FLN-2 surpasses
IT in terms of ADE6 and FDE6 at the length of 10 and 16
timesteps, and achieves comparable results at the length of
30. However, its performance at 20-timestep length is worse
than IT, likely due to the absence of this sequence length in
the training data. Both FLN-3 and FLN-4 outperform IT at
all observation lengths. This improvement can be attributed
to the existence of trajectory data with intermediate obser-
vation lengths, which helps mitigate the Observation Length
Shift within this range. Although FLN-4 shows better re-
sults than FLN-3 at lengths of 10, 16, and 20 timesteps, it
also costs additional time and resources for training.
Model Design. We conducted a detailed analysis of each
component within our FLN on the nuScenes dataset, with
results presented in Tab. 4. We first remove Weight Sharing

Method Combination ADE6/FDE6 ↓ K = 6 Samples

10Ts 16Ts 20Ts 30Ts

HiVT-64-IT [75] - 0.92/1.43 0.81/1.20 0.81/1.17 0.69/1.04
HiVT-64-FLN-2 10/30 0.88/1.37 0.80/1.20 0.84/1.21 0.69/1.02
HiVT-64-FLN-3 10/20/30 0.81/1.25 0.73/1.10 0.72/1.08 0.65/0.98
HiVT-64-FLN-4 10/16/20/30 0.79/1.19 0.70/1.02 0.72/1.06 0.68/0.99

Table 3. Performance of FLN on the Argoverse 1 validation set
using different combinations of observation lengths. The best re-
sults are highlighted in bold.

Method Note ADE5/FDE5 ↓ K = 5 Samples

2Ts 3Ts 4Ts

AFormer-IT [73] - 2.02/4.23 1.93/3.97 1.86/3.89
AFormer-FLN w/o WS 1.94/3.95 1.89/3.92 1.92/3.94
AFormer-FLN w/o TD 2.23/4.39 1.98/4.01 1.85/3.81
AFormer-FLN w/o IPE 2.13/4.33 2.02/4.07 1.95/3.98
AFormer-FLN w/o SLN 2.12/4.30 1.98/4.02 1.93/3.95

AFormer-FLN - 1.92/3.91 1.88/3.89 1.83/3.78

Table 4. Ablation study of FLN on nuScenes. WS, TD, IPE, and
SLN denote Sub-Network Weight Sharing, Temporal Distillation,
Independent Positional Encoding, and Specialized Layer Normal-
ization, respectively. The best results are highlighted in bold.

(w/o WS), creating unique sub-networks for each length.
The results are better than IT at observation lengths of 2
and 3 timesteps, but worse at length of 4. This suggests
that shared weights enable FLN to more effectively capture
temporal-invariant features across diverse input lengths. We
excluded Temporal Distillation (w/o TD) from FLN, mean-
ing not utilizing the KL loss for optimization. This leads to
the performance worse than IT at observation lengths of 2
and 3 timesteps, suggesting the necessity of our TD design.
We also tested shared Positional Encoding (w/o IPE) and
shared Layer Normalization (w/o SLN). Both resulted in a
performance decrease, validating the significance of our In-
dependent Positional Encoding (IPE) and Specialized Layer
Normalization (SLN) designs.

6. Conclusion
In this paper, we tackle the critical challenge of Observa-
tion Length Shift in trajectory prediction by introducing the
FlexiLength Network (FLN). This novel framework, incor-
porating FlexiLength Calibration (FLC) and FlexiLength
Adaptation (FLA), offers a general solution for handling
varying observation lengths and requires only one-time
training. Our thorough experiments on datasets such as
ETH/UCY, nuScenes, and Argoverse 1 demonstrate that
FLN not only improves prediction accuracy and robustness
over a range of observation lengths but also consistently
outperforms Isolated Training (IT).

Limitation and Future Work. One limitation is that
FLN will increase training time due to handling several in-
put sequences per training iteration. Going forward, we will
focus on enhancing the training efficiency of FLN.
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