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Abstract

Multi-view clustering (MVC) aims at exploring category
structures among multi-view data in self-supervised man-
ners. Multiple views provide more information than single
views and thus existing MVC methods can achieve satis-
factory performance. However, their performance might
seriously degenerate when the views are noisy in practical
multi-view scenarios. In this paper, we formally investigate
the drawback of noisy views and then propose a theoretically
grounded deep MVC method (namely MVCAN) to address
this issue. Specifically, we propose a novel MVC objective
that enables un-shared parameters and inconsistent clus-
tering predictions across multiple views to reduce the side
effects of noisy views. Furthermore, a two-level multi-view
iterative optimization is designed to generate robust learning
targets for refining individual views’ representation learning.
Theoretical analysis reveals that MVCAN works by achiev-
ing the multi-view consistency, complementarity, and noise
robustness. Finally, experiments on extensive public datasets
demonstrate that MVCAN outperforms state-of-the-art meth-
ods and is robust against the existence of noisy views.

1. Introduction
Recently, real-world applications generate increasing multi-
view data where one sample is described from multiple
views, multiple modalities, or multiple groups of features. To
handle such multi-view data, multi-view clustering (MVC) is
an effective self-supervised clustering approach and has been
applied in many fields (e.g., industry [34], internet [6], and
medicine [9, 26]), which can recognize the category struc-
tures and patterns without label supervision. In addition to
traditional MVC [37, 41], deep learning based MVC is usu-
ally built on self-supervised methods like contrastive learn-
ing [23] and self-training [22], which has been attracting
researchers’ attention in recent years [4, 10, 27, 30, 45, 53]
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and we conduct a review for related work in Appendix A.
The success of existing MVC methods lies in that they

are able to explore the consistency and complementarity
among multi-view data [13, 30, 52], thereby outperforming
single-view clustering (SVC) methods [17, 20, 25, 42]. The
consistency indicates that multiple views have the consistent
information which is helpful for recognizing the same cate-
gory [2, 33, 49]. For example, multiple views with the con-
sistent category information can enhance the recognition of
the category semantics, thereby eliminating the interference
of non-semantic information. The complementarity means
that different views contain the complementary information
which is conducive to reciprocally correcting and supple-
menting each other [12, 29, 44, 47]. In other words, the com-
bination of multiple views can help discover category struc-
tures that cannot be discovered by individual views. How-
ever, a challenge is that consistency and complementarity of
multiple views are still abstract concepts. To conceptually
explore them, previous methods usually leverage different
views to supervise each other for learning their common rep-
resentations, and build consistent clustering predictions for
all views’ agreement. For instance, some methods conduct
contrastive learning among multiple views for achieving con-
sistency of representations/predictions [3, 8, 15, 46]. Some
methods integrate multiple views’ representations to explore
their complementarity and generate a unified cluster partition
for optimization as self-training manners [35, 40, 43, 45].

Despite important advances, experiments reveal that
MVC is not necessarily superior to SVC in some practi-
cal multi-view scenarios (see Sec. 4.2). This is because
features extracted from some views might be noise, which
could be not only useless but even detrimental for clustering.
For example, we consider a situation of observing animals at
night, where the view captured by infrared cameras is infor-
mative but the view from optical cameras is noisy. Contrary
to informative views, noisy views can play a negative role
in recognizing their common category such that many MVC
methods exhibit decreased performance compared to a SVC
method that is performed on the optimal single view. This
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practical dilemma could affect the effectiveness of MVC and
this paper shortly entitles it Noisy-View Drawback (NVD).
We find two reasons that the NVD negatively affects the
performance of existing MVC methods in practical scenar-
ios: I) To obtain fused representations, many methods have
to leverage additional neural networks shared by all views
[14, 36, 38, 51, 55]. However, the clustering objective pun-
ished on the noisy view might be dominant that on other
informative views, causing the shared parameters in that
neural networks to fit the noisy view and thus missing the
useful information of other views. II) For multi-view data,
obtaining consistent clustering predictions for all views is a
consensus in previous methods [21, 30, 39, 44, 50, 54]. Nev-
ertheless, it is suboptimal to force the clustering prediction
of the noisy view to be the same as that of other views, in-
versely, this process might make the representation learning
and clustering on the informative views degenerate.

In this paper, we consider the NVD and propose a the-
oretically grounded deep MVC method termed MVCAN:
Multi-View Clustering Against Noisy-view drawback. Firstly,
based on the aforementioned two reasons, the proposed clus-
tering objective I) requires that the parameters in neural net-
works are un-shared for individual views and II) optimizes a
subproblem that allows inconsistent clustering predictions
among different views’ soft labels. Hence, MVCAN designs
parameter-decoupled deep models of learning representa-
tions and soft labels for different views, aiming to avoid the
side effects of noisy views. Secondly, MVCAN establishes
a two-level multi-view iterative optimization for training the
parameter-decoupled models. To be exact, T -level leverages
the representations and soft labels to optimize a robust learn-
ing target, which makes MVCAN able to explore the useful
information among informative views and be robust to noisy
views. R-level automatically matches the learning target
with soft labels to optimize the representations of individ-
ual views. Finally, we conduct extensive comparison and
ablation experiments to demonstrate the effectiveness of our
method. In summary, the contributions of this work include:
• The NVD is pervasive but challenging for MVC, which

motivates us to research the robustness towards noisy
views. To eliminate the two reasons that noisy views hin-
der clustering effectiveness, we propose a novel clustering
objective constrained with two specific conditions.

• To effectively train a parameter-decoupled model for each
view, we propose a two-level multi-view iterative optimiza-
tion strategy. Extensive experiments on public datasets
demonstrate that our MVCAN outperforms state-of-the-art
methods and is robust against the existence of noisy views.

• In the literature, almost no work theoretically describes the
consistency and complementarity of multi-view learning.
This paper attempts to theoretically investigate the con-
sistency and complementarity relations among multiple
views, and explain the achieved noise robustness.

2. Background and Analysis
Notations. We denote {Xv ∈ RN×Dv}Vv=1 as a multi-view
dataset which contains N samples with V views. Zv ∈
RN×dv and Yv ∈ RN×K are the learned representations
and soft labels for data in the v-th view. Dv and dv denote the
dimensionality of Xv and Zv , respectively. K is the cluster
number. More notation details are shown in Appendix A.

2.1. Preliminaries

Deep embedded clustering (DEC [42]) is a self-supervised
SVC method providing an effective optimization paradigm to
promote learning representations and clustering. Specifically,
DEC learns representations Z from data matrix X of a single
view, and conducts end-to-end clustering by learning soft
labels Y with trainable cluster centroids {µj}Kj=1 in the
representation space of Z. DEC formulates Y as follows:

yij =
(1 + ∥zi − µj∥22)−1∑K
j=1(1 + ∥zi − µj∥22)−1

∈ Y, (1)

where zi = EΦ(xi) ∈ Z is the new representation of the i-th
sample xi ∈ X, obtained by the deep encoder network EΦ
with the parameters Φ. (1+∥zi−µj∥22)−1 can be interpreted
as the representation similarity in our Definition 1. We have∑

j yij = 1 and yij represents the probabilistic soft label
indicating that the sample xi comes from the j-th cluster.
Then, DEC establishes the learning target T ∈ RN×K to
refine Y and Z by training the model parameters, where

tij =
(yij)

2/
∑N

i=1 yij∑K
j=1

(
(yij)2/

∑N
i=1 yij

) ∈ T. (2)

Indeed, Eq. (2) enhances the elements of large values in the
soft labels Y for each sample. As a result, this self-training
paradigm establishes the learning target T to push the soft
labels Y to learn the cluster structures with high confidence.

2.2. Analysis of Noisy-View Drawback (NVD)

The aforementioned learning paradigm inspires a lot of de-
velopments and is one of the most widely used approaches to
conduct deep MVC [7, 35, 40, 43, 44]. For MVC, previous
methods usually learn the representations Zv and soft labels
Yv for individual views, and then leverage the fusion strate-
gies to explore useful information hidden in multiple views,
e.g., early fusion [35, 40] and late fusion [43]. They also
construct the learning target T with Eq. (2) to train models.

Although some efforts [32, 35, 40, 48] consider the view
diversity and propose weighting strategies in fusion modules,
previous methods usually require shared network parame-
ters and consistent clustering predictions for multiple views,
whose models might be not robust when meeting low-quality
even noisy views in practical scenarios (will be verified in

22958



Sec. 4.2). To illustrate this, we denote {Zv}Vv=1 as all views’
representations and consider an ideal clustering objective:

min
Θ

∑V

v=1
∥T−FΘ(Yv|{Zv}Vv=1)∥2F , (3)

where we write Yv = FΘ(Yv|{Zv}Vv=1) through the fusion
module F , and Θ denotes the set of parameters shared by
all V views. T is the unified learning target for training
the consistent soft labels {Yv}Vv=1 of all views. With the
ground-truth label matrix L ∈ {0, 1}N×K , we further have
the following theorem to indicate the relationship between
clustering effectiveness and clustering objectives of views:

Theorem 1. Denoting Y̌ = LA, where A ∈ {0, 1}K×K

makes Y̌ maximally match the learning target T. Then,
the clustering accuracy can be calculated as ACC =
1
N

(
N − 1

2∥Y̌ −T∥2F
)
= 1− 1

2N ∥Y̌ −T∥2F . In Eq. (3), if
Θ is shared by multiple views and their soft labels {Yv}Vv=1

have consistent learning target T, we have

ACC ≤ 1− 1

2N

(
max

1≤m≤V
∥Y̌ −FΘ(Ym|{Zv}Vv=1)∥2F

−∥T−FΘ(Yv|{Zv}Vv=1)∥2F
)
.

(4)

To be specific, we denote m∗ = argmax1≤m≤V ∥Y̌ −
FΘ(Ym|{Zv}Vv=1)∥2F , and ∥Y̌ − FΘ(Ym∗ |{Zv}Vv=1)∥2F
could reflect the largest clustering loss ∥T −
FΘ(Ym∗ |{Zv}Vv=1)∥2F , which corresponds to the view with
the worst quality or the most noisy view. No matter how the
set of parameters Θ is optimized, for the m∗-th view, the
unclear cluster structures and inherent noise properties of
Zm∗

make it difficult for Ym∗
to fit the learning target T.

Therefore, the noisy view has a large clustering loss that
is difficult to minimize, i.e., ∥T− FΘ(Ym∗ |{Zv}Vv=1)∥2F ,
which usually dominates the optimization of other views
in Eq. (3). This makes the shared parameters Θ tend to fit
the noisy view, resulting the model degeneration on other
views which have the small clustering losses that are easy
to minimize, e.g.,

∑
v ̸=m∗ ∥T−FΘ(Yv|{Zv}Vv=1)∥2F . As

a consequence, the noisy view will limit the clustering
effectiveness due to the upper bound in Eq. (4). The detailed
proof and example analysis are provided in Appendix B.

3. Methodology
To mitigate the side effects of noisy views, we propose Multi-
View Clustering Against Noisy-View Drawback (MVCAN),
whose frame diagram is given in Appendix A due to space.

3.1. Clustering Objective Against NVD

Based on Theorem 1, we consider two conditions to con-
strain the multi-view clustering objective for MVCAN. The
first condition is that we require the network parameters to

be decoupled for all views instead of using shared modules
when generating {Zv,Yv}Vv=1, and the second condition is
that we allow different views to have different clustering
predictions instead of consistent ones during training stages.

Accordingly, we modify the optimization objective in
Eq. (3) and propose a novel multi-view clustering objective:

min
{Θv}V

v=1

min
{Av}V

v=1

∑V

v=1
∥TAv −Fv

Θv (Yv|Zv)∥2F

s.t.Θa ∩Θb = ∅, a, b ∈ {1, 2, . . . , V }, a ̸= b,

Av(Av)T = IK ,Av ∈ {0, 1}K×K ,

(5)

where we write Yv = Fv
Θv (Yv|Zv) whose calculation fol-

lows Eq. (1). Zv = Ev
Φv (Xv) and Ev

Φv denotes the encoder
of individual view. Moreover, we specifically illustrate the
two conditions in Eq. (5) as follows (their effectiveness will
be verified by ablation experiments presented in Sec. 4.3):

Condition 1: In this framework, the set of parameters
Θv includes {µv

j}Kj=1 and Φv of the v-th view. We lever-
age Θa ∩Θb = ∅, a, b ∈ {1, 2, . . . , V }, a ̸= b to indicate
that {Θv}Vv=1 are un-shared for each other, so as to avoid
the limitations caused by the NVD as analyzed in Sec. 2.2.
This condition designs the parameter-decoupled models of
learning representations {Zv}Vv=1 and clustering predictions
{Yv}Vv=1 for individual views, aiming to eliminate the dom-
inated influence of noisy views on other informative views.

Condition 2: Before updating the parameters {Θv}Vv=1,
we solve a subproblem in the multi-view clustering objec-
tive, that is, min{Av}V

v=1

∑V
v=1 ∥TAv −Fv

Θv (Yv|Zv)∥2F ,

which leads to
∑V

v=1 ∥TAv − Fv
Θv (Yv|Zv)∥2F ≤∑V

v=1 ∥T − Fv
Θv (Yv|Zv)∥2F . For each view, this sub-

problem is equivalent to minAv ∥TAv −Yv∥2F in which
Av ∈ {0, 1}K×K achieves the maximum match between the
learning target T and the soft labels Yv . For each view, T is
adjusted to correspond with Yv by Av and we can treat this
process as to obtain a different learning target Tv = TAv.
This condition makes the clustering loss smaller, as well
as considers that it does not make sense to learn consistent
clustering predictions for both informative and noisy views.

3.2. Two-Level Multi-View Iterative Optimization

In brief, to overcome the NVD, MVCAN does not adopt
previous strategies that multiple views need shared network
parameters and consistent clustering predictions, but how
can Eq. (5) explore the useful consistent and complementary
information from multiple views? To this end, we propose
a two-level multi-view iterative optimization framework for
effectively training the parameter-decoupled models.

T -level iteration. Firstly, we propose a T -level iteration
to generate the robust learning target T for Eq. (5). T -
level iteration will not change the parameters {Θv,Av}Vv=1,
making the models still satisfy the parameter decoupling.
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For each iteration in the T -level, we design the scaling ma-
trix W(t) to automatically explore the informative levels
of views for obtaining the scaled representation Z(t), and
then produce the robust soft labels Y(t) for obtaining T (the
theoretical analysis in Sec. 3.3 will demonstrate that Y(t)

achieve the consistency and complementarity across multiple
views, as well as the noise robustness for the noisy views).

Concretely, in the t-th iteration of T -level, MVCAN
infers the scaled representations Z(t) ∈ RN×

∑
v dv from

all views, by the multiplication between the already
scaled/normalized representations

[
Z1 Z2 . . . ZV

]
∈

RN×
∑

v dv and the scaling matrix W(t) ∈ R
∑

v dv×
∑

v dv :

Z(t) = H(Z(t)|W(t),Z
1,Z1, . . . ,ZV )

=
[
Z1 Z2 . . . ZV

]
W(t)

=
[
Z1 Z2 . . . ZV

]

w1

(t)I
1

w2
(t)I

2

. . .
wV

(t)I
V

 ,

(6)
where W(t) is a block diagonal matrix (W(1) = I), of which
each block is the multiplication between the unit matrix
Iv ∈ {0, 1}dv×dv and the scaling factor wv

(t) ∈ R for the
individual view. Based on the scaled representations Z(t),
MVCAN generates the robust soft labels Y(t) ∈ RN×K

in the t-th iteration. To be specific, Y(t) should reflect the
cluster structures among Z(t), and thus we leverage a variant
of Eq. (1) to compute Y(t). Specifically, zi(t) ∈ Z(t) and we
formulate Y(t) = F ′(Y(t)|Z(t)) as follows:

yij(t) =
(1 + ∥zi(t) − cj(t)∥22)−1∑K
j=1(1 + ∥zi(t) − cj(t)∥22)−1

∈ Y(t), (7)

where {cj(t) ∈ R
∑

v dv}Kj=1 represent the cluster centroids
of Z(t) in the t-th iteration. Note that {cj(t)}Kj=1 are com-
puted by K-means [17] from the scratch in each iteration, it
will not change the parameters {Θv,Av}Vv=1. Furthermore,
denoting I and H as mutual information and entropy, respec-
tively, we base on the normalized mutual information be-
tween the robust soft labels Y(t) and the soft labels Yv of in-
dividual view, and denote the iterative strategy of the scaling
matrix as W(t+1) = G(W(t+1)|Y(t),Y

1,Y1, . . . ,YV ), in
which we compute wv

(t+1) for each view by

wv
(t+1) = exp

(
2I(Yv;Y(t))

H(Yv) +H(Y(t))

)
∈ W(t+1). (8)

To effectively calculate Eq. (8), we first transform Yv and
Y(t) into one-dimensional label vectors ŷv and ŷ(t), respec-
tively, where ŷvi = argmaxj y

v
ij , ŷi(t) = argmaxj yij(t),

and then calculate the normalized mutual information be-
tween ŷv and ŷ(t). Since the computations of Y(t) and
{Yv}Vv=1 are all un-/self-supervised, in effect, MVCAN can

automatically recognize the informative levels of different
views based on the mutual information among the soft la-
bels, and then generate different scaling factors in W(t+1) to
constrain the representations of all views for next iterations.

After finishing the iteration of the robust soft labels Y(t),
we utilize Eq. (2) to obtain the robust learning target, written
as T = T (T|Y(t)). Hence, the robust learning target T is
based on the already learned representations and soft labels,
i.e., {Zv,Yv}Vv=1. The T -level iteration process outputs
T which is further leveraged to refine {Zv,Yv}Vv=1 for all
views by the multi-view clustering objective in Eq. (5).

R-level iteration. R-level iteration focuses on training
the parameters {Θv,Av}Vv=1 for individual views by opti-
mizing Eq. (5). Considering the Condition 2 of Eq. (5), we
first obtain Av∗ = minAv ∥TAv −Yv∥2F with Hungarian
algorithm. For each view, Av∗ produces a different learning
target Tv = TAv∗ and then Eq. (5) can be transformed into
the following clustering objective (denoted by Lv

c ):

Lv
c : min

Θv
∥Tv −Fv

Θv (Yv|Zv)∥2F . (9)

Additionally, we follow previous deep MVC methods [31,
35, 40, 43, 45] and adopt deep autoencoders (a popular self-
supervised representation learning method) to learn the new
representations of multi-view data. Letting Ev

Φv and Dv
Ψv

respectively denote the encoder and decoder, our method re-
quires that the network parameters Φv and Ψv of each view
are un-shared for other views according to the Condition 1
of Eq. (5). Therefore, for the v-th view, the reconstruction
X̂v = Dv

Ψv (Zv) is only related to Zv = Ev
Φv (Xv), and the

representation learning objective (denoted by Lv
r ) is:

Lv
r : min

{Ψv,Φv}
∥Xv −Dv

Ψv (Ev
Φv (Xv))∥2F . (10)

In R-level iteration, the loss function to train the parameter-
decoupled model of each view includes following two parts:

Lv = Lv
r + λLv

c , (11)

where λ achieves the trade-off between Lv
r and Lv

c . Mean-
while, we have {Θa,Ψa,Φa} ∩ {Θb,Ψb,Φb} = ∅, a, b ∈
{1, 2, . . . , V }, a ̸= b which overcomes the mutual interfer-
ence among different views during training their network
parameters. The R-level iteration process refines the rep-
resentations and soft labels {Zv,Yv}Vv=1 which are further
leveraged to obtain better learning target T. At last, Y(t) out-
puts clustering results for all multi-view data and Algorithm 1
concludes the training steps of MVCAN (the effectiveness
of two losses and iterations will be verified in Sec. 4.3).

3.3. Theoretical Analysis of Multi-View Consistency
& Complementarity & Noise Robustness

Moreover, we attempt to theoretically illustrate why MV-
CAN works with the following definitions and theorems:
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Algorithm 1: Training steps of MVCAN

Input: Dataset {Xv}Vv=1, Epochs E, T1, T2, K, λ
Initialize {Φv,Ψv}Vv=1 by Eq. (10) and initialize
{{µv

j}Kj=1}Vv=1 with K-means, W(1) = I

for e ∈ {1, 2, . . . , E/T2} do
// T -level infers T from all views’ {Zv,Yv}Vv=1.
for t ∈ {1, 2, . . . , T1} do

Update Z(t) by Eq. (6)
Update Y(t) by Eq. (7)
Update W(t+1) by Eq. (8)

Update T = T (T|Y(t)) as Eq. (2)
// R-level learns {Zv,Yv} for each view with T.
for v ∈ {1, 2, . . . , V } do

Compute Av by minAv ∥TAv −Yv∥2F in
Eq. (5) with Hungarian algorithm

Update Φv , Ψv , and {µv
j}Kj=1 on Xv for T2

epochs by Eq. (11) with mini-batch Adam

Output: The cluster assignment of the i-th sample
argmaxj yij(t) where yij(t) ∈ Y(t), all views’
model parameters {Φv,Ψv, {µv

j}Kj=1,A
v}Vv=1

Definition 1. Denoting D(a,b) = ∥a− b∥22 as squared
Euclidean distance between the representations a and b,

S(a,b) := 1

1 +D(a,b)
∈ (0, 1] (12)

is defined as the representation similarity between a and b.
Formally, yvij ∈ (0, 1] holds given Eq. (1).

Definition 2. (ε, z, µ - Noisy-view) For ∀zvi ∈ Zv, it be-
longs to the noisy view if ∃µv

a,µ
v
b , and ε > 0 such that

|D(zvi ,µ
v
a)−D(zvi ,µ

v
b )| < ε, S(zvi ,µv

a) ≈ S(zvi ,µv
b ), and

yvia ≈ yvib, where ε is a sufficiently small value. Otherwise,
zvi is the informative view.

Then, the following theorems suggest that Y(t) achieves
our concluded consistency, complementarity, and noise ro-
bustness with regard to {Yv}Vv=1 in the framework of MV-
CAN. All proofs of theorems are provided in Appendix B.

Theorem 2. Denoting LK as the K-means objective,
LK(Z(t)) is equivalent to punishing different scaling fac-
tors on {LK(Zv)}Vv=1 under the consistency constraint of
multiple views’ cluster centroids.

Theorem 2 analyses the effect of the scaling matrix W(t)

to constrain the optimization of individual views in the scaled
representation Z(t), which reduces the side effects of noisy
views when T -level iteration discovers the cluster structures.

Theorem 3. (Consistency) If a sample representation is
informative in multiple views and has the same cluster as-
signments in these views, its cluster assignment in Y(t) is
the same as that in these views.

Theorem 3 indicates that yij(t) ∈ Y(t) follows {yvij ∈
Yv}Vv=1 when they have consistent clusters, which reflects
the property of consistency among multiple views.

Theorem 4. (Complementarity) If a sample representation
is informative in multiple views where it has different cluster
assignments, we have two cases according to the differences
of similarity among the clusters.
Case 1: if the differences of similarity among the clusters
are equal, its cluster assignment in Y(t) is the same as that
in the informative view with the largest scaling factor.
Case 2: if the differences of similarity among the clusters
are not equal, its cluster assignment in Y(t) is more likely to
be the same as that in the informative view with the largest
scaling factor.

Theorem 4 indicates that yij(t) ∈ Y(t) follows yvij ∈
Yv with a large scaling factor when different views have
inconsistent clusters, which leverages the view with high
confidence to correct other inconsistent views.

Theorem 5. (Complementarity & Noise robustness)
Case 1: if a sample representation is informative in some
views and is noisy in other views, its cluster assignment in
Y(t) is the same as that in the informative views.
Case 2: if a sample representation is noisy in all views, its
cluster assignment in Y(t) is the same as the common cluster
assignments existing in these views.

Theorem 5 illustrates the noise robustness of our method
that makes the robust soft labels Y(t) mitigate the side effects
of noisy views. For example, zvi ∈ Zv is noisy in individual
view but the corresponding scaled representation zi(t) ∈ Z(t)

is informative, so the influence from noisy views on the soft
labels yij(t) ∈ Y(t) are reduced. Additionally, Theorems
4 and 5 can be together interpreted as the complementar-
ity among multiple views, i.e., the combination of multiple
views is conducive to outperforming single views and dis-
covering comprehensive cluster patterns (which cannot be
explored in single-view data) across multi-view data.

4. Experiments
4.1. Settings

We briefly introduce the experimental setup and show more
implementation details in Appendix. Our code is provided in
https://github.com/SubmissionsIn/MVCAN.

Datasets. We conduct experiments on eight public
datasets and four noise-simulated ones, and their details
are listed in Appendix C. First, four normal multi-view
datasets (easy for clustering) include BDGP [1], DIGIT [24],
COIL [19], and Amazon [28]. Second, we construct four
noise-simulated datasets on the four datasets to test the noise
robustness of methods in extreme scenarios, where we ran-
domly sample noise to build an additional view and obtain
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Table 1. Clustering performance gains (%) of MVC methods compared with SVC method (DEC-BestV) on four normal multi-view datasets.

Method BDGP DIGIT COIL Amazon
ACC NMI ACC NMI ACC NMI ACC NMI

DEC-BestV [42] 92.6 81.9 80.9 78.9 76.6 81.5 47.0 32.5
DEC-WorstV [42] 45.7-46.9 29.1-52.8 54.8-26.1 64.1-14.8 73.5-3.1 77.4-4.1 37.2-9.8 27.9-4.6
DMJC [43] 67.8-24.8 46.5-35.4 97.6+16.7 96.2+17.3 91.3+14.7 93.8+12.3 63.3+16.3 65.3+32.8
DIMC-net [40] 97.5+4.9 91.1+9.2 90.4+9.5 87.3+8.4 98.5+21.9 97.5+16.0 62.5+15.5 66.9+34.4
GP-MVC [35] 97.6+5.0 93.4+11.5 58.6-22.3 69.8-9.1 86.1+9.5 77.5-4.0 53.9+6.9 57.1+24.6
CoMVC [32] 80.7-11.9 67.4-14.5 98.5+17.6 97.4+18.5 98.1+21.5 97.8+16.3 68.1+21.1 60.6+28.1
DIMVC [44] 98.1+5.5 93.8+11.9 97.6+16.7 96.0+17.1 93.4+16.8 93.5+12.0 77.1+30.1 81.3+48.8
DSMVC [30] 52.9-39.7 38.3-43.6 82.0+1.1 81.4+2.5 90.8+14.2 96.5+15.0 37.6-9.4 29.2-3.3
DSIMVC [31] 98.0+5.4 94.0+12.1 99.0+18.1 97.1+18.2 99.7+23.1 99.0+17.5 64.6+17.6 57.8+25.3
CPSPAN [8] 91.5-1.1 77.2-4.7 84.8+3.9 82.1+3.2 80.4+3.8 85.1+3.6 71.2+24.2 60.8+28.3
SDMVC [45] 98.5+5.9 95.0+13.1 99.8+18.9 99.5+20.6 97.0+20.4 95.6+14.1 57.9+10.9 66.5+34.0
MVCAN [ours] 98.4+5.8 95.3+13.4 99.5+18.6 98.8+19.9 99.6+23.0 99.1+17.6 82.6+35.6 86.7+54.2

Table 2. Clustering performance gains (%) of MVC methods compared with SVC method (DEC-BestV) on four real-world multi-view
datasets. “n/a” denotes the unavailable clustering result due to high computational costs.

Method DHA RGB-D Caltech YoutubeVideo
ACC NMI ACC NMI ACC NMI ACC NMI

DEC-BestV [42] 72.6 79.3 43.6 40.1 88.2 81.6 20.9 20.4
DEC-WorstV [42] 30.4-42.2 43.5-35.8 15.0-28.6 5.1-35.0 35.4-52.8 19.6-62.0 26.6+5.7 0.0-20.4
DMJC [43] 64.4-8.2 73.9-5.4 31.7-11.9 28.5-11.6 83.1-5.1 80.3-1.3 15.1-5.8 15.3-5.1
DIMC-net [40] 60.3-12.3 73.5-5.8 35.6-8.0 32.4-7.7 75.0-13.2 68.5-13.1 n/a n/a
GP-MVC [35] 73.1+0.5 81.5+2.2 38.5-5.1 32.6-7.5 80.3-7.9 77.6-4.0 12.4-8.5 10.3-10.1
CoMVC [32] 67.4-5.2 79.2-0.1 42.0-1.6 41.3+1.2 72.5-15.7 68.8-12.8 18.1-2.8 17.9-2.5
DIMVC [44] 79.5+6.9 84.7+5.4 46.9+3.3 41.4+1.3 87.2-1.0 80.7-0.9 15.4-5.5 12.5-7.9
DSMVC [30] 77.4+4.8 83.6+4.3 43.3-0.3 40.6+0.5 90.5+2.3 84.7+3.1 17.8-3.1 18.0-2.4
DSIMVC [31] 64.0-8.6 77.3-2.0 45.8+2.2 41.0+0.9 76.7-11.5 67.5-14.1 19.0-1.9 18.8-1.6
CPSPAN [8] 67.1-5.5 80.0+0.7 42.4-1.2 38.3-1.8 84.8-3.4 73.9-7.7 23.0+2.1 22.0+1.6
SDMVC [45] 80.2+7.6 85.4+6.1 44.1+0.5 40.7+0.6 85.3-2.9 79.1-2.5 18.6-2.3 18.0-2.4
MVCAN [ours] 84.8+12.2 87.5+8.2 48.0+4.4 41.7+1.6 93.6+5.4 88.7+7.1 24.2+3.3 24.3+3.9

NoisyBDGP/DIGIT/COIL/Amazon for the four individual
datasets. Third, we conduct experiments on four real-world
multi-view datasets (hard for clustering) including DHA
[11], RGB-D [54], Caltech [5], and YoutubeVideo [18].

Comparison methods. We compare our MVCAN with
the following 10 self-supervised clustering algorithms. To
be specific, DEC [42] is a popular deep SVC method and
we leverage this baseline to investigate the side effects of
NVD on MVC methods. DMJC [43], DIMC-net [40], GP-
MVC [35], DIMVC [44], and SDMVC [45] are DEC-based
deep MVC methods which usually establish consistent soft
labels for achieving clustering consistency. DMJC [43],
DIMC-net [40], GP-MVC [35], and DSMVC [30] mainly
incorporate weighting strategies to obtain fused representa-
tions. CoMVC [32], DSIMVC [31], and CPSPAN [8] are
contrastive learning based deep MVC methods which lever-
age contrastive learning to learn common representations.

4.2. Comparison Results and Analysis

Tables 1, 2, and 3 list clustering effectiveness of comparison
methods on all datasets. The performance is evaluated by
clustering accuracy (ACC) and normalized mutual informa-
tion (NMI), and the average values of 10 runs are reported.

DEC-BestV and DEC-WorstV denote the results of the SVC
method DEC on the best and the worst views, respectively.

Firstly, we compare DEC-BestV with DEC-WorstV and
can easily find that the clustering results of DEC-WorstV
is not ideal for many samples, that is, many samples that
are correctly clustered by DEC-BestV are incorrectly clus-
tered by DEC-WorstV (especially for real-world multi-view
datasets in Table 2). This suggests that the view qualities
of multi-view datasets are different, where the views with
unclear cluster structures could be considered as noisy views
for clustering. Secondly, most of MVC methods achieve
performance gains on normal datasets (red results in Table 1)
but have performance degeneration on real-world datasets
(green results in Table 2) when taking DEC-BestV as the
baseline. The side effects of noisy views adversely affect
many MVC methods and thus we observe that some multi-
view methods are not robuster than the single-view method
in terms of clustering effectiveness. Despite some of these
MVC methods leverage weighting strategies to balance dif-
ferent views, the noisy-view drawback still prevent them
from learning effective cluster structures in some practical
scenarios. Thirdly, our method MVCAN obtains much better
performance than DEC-BestV across all datasets and gener-
ally achieves the best or comparable performance among all
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Table 3. Clustering performance gains (%) of MVC methods compared with SVC method (DEC-BestV) on four noise-simulated datasets.

Method NoisyBDGP NoisyDIGIT NoisyCOIL NoisyAmazon
ACC NMI ACC NMI ACC NMI ACC NMI

DEC-BestV [42] 92.6 81.9 80.9 78.9 76.6 81.5 47.0 32.5
DEC-WorstV [42] 22.2-70.4 0.2-81.7 12.4-68.5 0.4-78.5 16.4-60.2 2.8-78.7 12.0-35.0 0.4-32.1
DMJC [43] 63.7-28.9 59.4-22.5 80.7-0.2 82.8+3.9 85.6+9.0 92.1+10.6 54.3+7.3 46.6+14.1
DIMC-net [40] 78.9-13.7 68.4-13.5 71.6-9.3 76.5-2.4 87.5+10.9 91.8+10.3 43.6-3.4 37.3+4.8
GP-MVC [35] 80.7-11.9 78.4-3.5 49.1-31.8 63.5-15.4 69.4-7.2 72.9-8.6 40.4-6.6 39.8+7.3
CoMVC [32] 63.8-28.8 51.6-30.3 86.9+6.0 84.6+5.7 90.6+14.0 93.6+12.1 61.8+14.8 52.6+20.1
DIMVC [44] 94.9+2.3 87.6+5.7 88.7+7.8 93.7+14.8 89.0+12.4 91.7+10.2 63.6+16.6 66.7+34.2
DSMVC [30] 57.1-35.5 41.8-40.1 73.7-7.2 72.2-6.7 81.8+5.2 84.1+2.6 36.6-10.4 25.9-6.6
DSIMVC [31] 95.1+2.5 85.2+3.3 90.4+9.5 90.5+11.6 98.8+22.2 97.8+16.3 54.7+7.7 54.1+21.6
CPSPAN [8] 73.2-19.4 53.5-28.4 11.8-69.1 0.3-78.6 15.8-60.8 3.3-78.2 12.4-34.6 0.4-32.1
SDMVC [45] 89.6-3.0 83.6+1.7 75.8-5.1 72.2-6.7 81.0+4.4 89.2+7.7 55.4+8.4 61.0+28.5
MVCAN [ours] 98.0+5.4 95.1+13.2 99.0+18.1 98.4+19.5 99.2+22.6 98.8+17.3 72.8+25.8 73.2+40.7

MVC methods. For example in Table 2, MVCAN improves
the best comparison methods by 4%, 1%, and 3% ACC val-
ues on DHA, RGB-D, and Caltech, respectively. The results
indicate that MVCAN is able to explore the useful consistent
and complementary information among informative views,
as well as achieve the noise robustness to noisy views.

Since the performance of MVC could be interfered with
noisy views in datasets, it is encouraged to test the robust-
ness of algorithms with extreme noise interference [32, 48],
which can guide the algorithm design of MVC for practi-
cal scenarios. To this end, we conduct comparison experi-
ments on noise-simulated multi-view datasets as shown in
Table 3. Compared with Table 1, Table 3 suggests that most
of MVC methods have degenerated results but our MVCAN
still achieves comparable performance. Specifically, MV-
CAN surpasses the best comparison methods by 7%, 5%,
1%, and 6% NMI values on the four noise-simulated datasets.
This further demonstrates the effectiveness of our method.

4.3. Ablation Study

In this subsection, we investigate the effectiveness of each
part of our method in detail from the following aspects.

Table 4. Importance of two conditions in clustering objective.

Conditions BDGP DIGIT NoisyBDGP NoisyDIGIT
Θv Av ACC NMI ACC NMI ACC NMI ACC NMI

(i) ✓ 97.3 92.1 98.6 98.0 97.7 94.6 90.2 93.3
(ii) ✓ 66.0 47.7 84.0 73.5 60.2 33.9 61.1 59.9
(iii) ✓ ✓ 98.4 95.3 99.5 98.8 98.0 95.1 99.0 98.4

Table 5. Importance of two loss components in optimization.

Components BDGP DIGIT NoisyBDGP NoisyDIGIT
Lv

r Lv
c ACC NMI ACC NMI ACC NMI ACC NMI

(a) 64.3 52.2 76.8 72.3 49.9 31.5 74.1 70.5
(b) ✓ 94.8 84.2 78.7 74.7 94.4 83.9 76.9 74.8
(c) ✓ 79.8 70.9 87.0 94.3 72.6 57.4 59.1 70.2
(d) ✓ ✓ 98.4 95.3 99.5 98.8 98.0 95.1 99.0 98.4

Two conditions in clustering objective. We investigate
the importance of the two conditions in Eq. (5). As shown

(a) ACC vs. T1 (b) ACC vs. T2

Figure 1. Different training iterations of T -level (a) and R-level
(b) in the proposed two-level multi-view iterative optimization.

in Table 4, (i) Θv denotes the first condition of un-shared
parameters for all views and (ii) Av indicates the second
condition that multiple views are not required to be consis-
tent. One could find that the results shown in (iii) achieve
the best performance, which verifies the effectiveness of our
MVCAN to mitigate the side effects caused by the noisy-
view drawback. Concretely, the un-shared {Θv}Vv=1 of all
views eliminate their unfavourable interference. Moreover,
{Av}Vv=1 absolve the noisy views of conformity with the
other views when minimizing the clustering objective.

Two loss components in optimization. Table 5 lists the
results of MVCAN with different loss components, where
(a) denotes the clustering results of K-means on the direct
concatenation of multi-view data. Compared with (a), both
(b) and (c) can obtain improvements due to the representa-
tion learning objective achieved by Lv

r and the clustering
objective achieved by Lv

c , respectively. (d) obtains the best
performance which indicates that the representation learn-
ing objective and the clustering objective have the effect of
mutual promotion in our MVCAN, verified their importance.

Two-level multi-view iterative optimization. Figure 1
shows the performance by changing T1 and T2 in the first
iteration of T -level iteration and R-level iteration. Based
on the results, we have the following observations. When
T1 = 1 (i.e., the framework is without T -level iteration),
MVCAN is unable to infer the scaling factors for different
views to generate the more effective robust learning target
T. Similarly, when T2 = 1 (i.e., the framework is without
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R-level iteration), MVCAN cannot learn the more effective
representations with the learning target. When T1 and T2

increase, the performance also improves, which shows the
effectiveness of our two-level multi-view iterative optimiza-
tion. For all tested datasets, we set T1 = 2 and T2 = 100.

4.4. Model Analysis

This part showcases loss convergence and hyper-parameter
analysis to further understand our proposed method.

(a) BDGP (b) NoisyBDGP

Figure 2. Loss vs. Epoch on BDGP and NoisyBDGP.

(a) ACC vs. λ (b) NMI vs. λ

Figure 3. ACC and NMI vs. λ on different datasets.

Loss convergence analysis. Figure 2 plots the clustering
loss curve during training and we could observe that the
model has good convergence properties. Moreover, it is
worth noting that the loss values of the noisy views are
larger than that of other views, which is consistent with
our analysis in Sec. 2.2. Specifically, the features of the
noisy views are not informative and have unclear cluster
structures, which makes the clustering loss of noisy views
difficult to be minimized. Therefore, we propose to constrain
un-shared parameters and inconsistent clustering predictions
for multiple views in the multi-view clustering objective of
MVCAN, to alleviate the adverse impact of noisy views on
the optimization process of other informative views.

Hyper-parameter analysis. The hyper-parameter of MV-
CAN includes the trade-off λ in Eq. (11), and Figure 3 shows
the clustering effectiveness by traversing λ. The results indi-
cate that λ is insensitive in the range of [101, 103]. Addition-
ally, the cluster number K in the model is changeable. As
shown in Figure 4, on DIGIT and NoisyDIGIT, we utilize t-
SNE [16] to visualize the scaled representations learned with
different cluster numbers. For these two datasets, we mark
the representations with ground-truth labels and the truth
K is 10. We could observe that MVCAN can learn clear
cluster structures on the datasets with noise interference as
that on normal ones, indicating the robustness of our method

(a) K = 5 (b) K = 10 (c) K = 15

(d) K = 5 (e) K = 10 (f) K = 15

Figure 4. Visualization of the representations learned with different
prior cluster numbers on DIGIT (a-c) and NoisyDIGIT (d-f).

for noisy views. When K is small (e.g., K = 5), we can
observe that the representations of digits with similar shapes
are gathered together, e.g., “4-7-9” in Figure 4(a). When
K is large (e.g., K = 15), we observe that the representa-
tions of the same digits are separated into two clusters, e.g.,
“5” in Figure 4(c) (colored in yellow). Consequently, MV-
CAN could learn the coarse-grained or fine-grained cluster
structures by changing the prior knowledge of K.

5. Conclusion
This paper investigates the pervasive but challenging prob-
lem in multi-view clustering, i.e., Noisy-View Drawback
(NVD). To mitigate this issue, we proposed a novel deep
multi-view clustering method dubbed MVCAN. Comprehen-
sive theoretical and empirical results verified the superior
performance of MVCAN, together with the effectiveness of
our proposed two conditions in clustering objective and of
our two-level multi-view iteration in optimization.

We expect our work to produce beneficial impacts for
self-supervised multi-view learning where the information
qualities obtained from different views are difficult to be
guaranteed and thus they bring noisy information. For exam-
ple, if the views from some sensors/modalities are faulty or
unreliable in unsupervised ensemble environments, it might
be promising to take the NVD into account to design al-
gorithms as did in MVCAN. In addition, future work still
needs to be devoted to reducing the sensitivity of parameter
initialization in deep model and the class number.
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