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Abstract

This paper studies the human image animation task,
which aims to generate a video of a certain reference iden-
tity following a particular motion sequence. Existing an-
imation works typically employ the frame-warping tech-
nique to animate the reference image towards the target
motion. Despite achieving reasonable results, these ap-
proaches face challenges in maintaining temporal consis-
tency throughout the animation due to the lack of temporal
modeling and poor preservation of reference identity. In
this work, we introduce MagicAnimate, a diffusion-based
framework that aims at enhancing temporal consistency,
preserving reference image faithfully, and improving ani-
mation fidelity. To achieve this, we first develop a video
diffusion model to encode temporal information. Second, to
maintain the appearance coherence across frames, we in-
troduce a novel appearance encoder to retain the intricate
details of the reference image. Leveraging these two inno-
vations, we further employ a simple video fusion technique
to encourage smooth transitions for long video animation.
Empirical results demonstrate the superiority of our method
over baseline approaches on two benchmarks. Notably, our
approach outperforms the strongest baseline by over 38%
in terms of video fidelity on the challenging TikTok danc-
ing dataset. Code and model will be made available at
https://showlab.github.io/magicanimate.

1. Introduction
Given a sequence of motion signals such as video, depth,
or pose, the image animation task aims to bring static im-
ages to life. The animation of humans, animals, cartoons,
or other general objects, has attracted much attention in re-
search [27, 28, 52]. Among these, human image anima-
tion [15, 35, 48] has been the most extensively explored,
given its potential applications across various domains, in-
cluding social media, movie industry, and entertainment,
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Figure 1. Given a sequence of motion signals, MagicAnimate pro-
duces temporally consistent animation for reference identity im-
ages, whereas state-of-the-art methods fail to generalize or pre-
serve the reference appearance, as highlighted in red boxes. The
motion sequence is overlaid at the corner. ∗Note that the official
MRAA implementation directly uses video frames as the driving
signal. The video results can be found on our Project Page.

etc. In contrast to traditional graphic approaches [9, 41],
the abundance of data enables the development of low-cost
data-driven animation frameworks [6, 7, 12, 36, 43, 47].

Existing data-driven methods for human image anima-
tion can be categorized into two primary groups based on
the generative backbone models used, namely GAN-based
and diffusion-based frameworks. The former [27, 36] typ-
ically employs a warping function to deform the reference
image into the target pose and utilize GAN models to ex-
trapolate the missing or occluded body parts. In contrast,
the latter [15, 35] harness appearance [21] and pose condi-
tions [50] to generate the target image based on pretrained
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diffusion models [23]. Despite generating visually plau-
sible animations, these methods typically exhibit several
limitations: 1) GAN-based methods possess restricted mo-
tion transfer capability, resulting in unrealistic details in oc-
cluded regions and limited generalization ability for cross-
identity scenarios, as depicted in Figure 1. 2) Diffusion-
based methods, on the other hand, process a lengthy video
in a frame-by-frame manner and then stack results along
the temporal dimension. Such approaches neglect temporal
consistency, resulting in flickering results. In addition, these
works typically rely on CLIP [21] to encode reference ap-
pearance, which is known to be less effective in preserving
details, as highlighted in the red boxes in Figure 1.

In this work, to address the aforementioned limitations,
we develop a human image animation framework called
MagicAnimate that offers long-range temporal consistency,
robust appearance encoding, and high per-frame quality. To
achieve this, we first develop a video diffusion model that
encodes temporal information by incorporating temporal at-
tention blocks into the diffusion network. Secondly, we in-
troduce an innovative appearance encoder to preserve the
human identity and background information derived from
the reference image. Unlike existing works that employ
CLIP-encoded visual features, our appearance encoder is
capable of extracting dense visual features to guide the ani-
mation, which leads to better preservation of identity, back-
ground, clothes, etc. To further improve per-frame fidelity,
we additionally devise an image-video joint training strat-
egy to leverage diverse single-frame image data for aug-
mentation, which provides richer visual cues to improve the
modeling capability of our framework for details. Lastly,
we leverage a surprisingly simple video fusion technique to
enable long video animation with smooth transitions.

In summary, our contributions are three-fold: (1) We
propose MagicAnimate, a novel diffusion-based human im-
age animation approach that integrates temporal consis-
tency modeling, precise appearance encoding, and tempo-
ral video fusion, for synthesizing temporally consistent hu-
man animation of arbitrary length. (2) Our method achieves
state-of-the-art performance on two benchmarks. Notably,
it surpasses the strongest baseline by more than 38% in
terms of video quality on the challenging TikTok dancing
dataset. (3) MagicAnimate showcases robust generaliza-
tion ability, supporting cross-identity animation and various
downstream applications, including unseen domain anima-
tion and multi-person animation.

2. Related Work

2.1. Data-driven Animation

Prior efforts in image animation have predominantly con-
centrated on the human body or face, leveraging the abun-
dance of diverse training data and domain-specific knowl-

edge, such as keypoints [3, 20, 45], semantic parsing [18],
and statistical parametric models [31, 42, 43, 47]. Build-
ing upon these motion signals, a long line of work [26,
29, 31, 36, 37, 46] has emerged. These approaches can
be classified into two categories based on their animation
pipeline, i.e., implicit and explicit animation. Implicit an-
imation methods transform the source image to the target
motion signal by deforming the reference image in sub-
expression space [31] or manipulating the latent space of a
generative model [19, 20, 32, 37]. The generative backbone
conditions on target motion signal to synthesize animations.
Conversely, explicit methods warp the source image to the
target by either 2D optical flow [22, 26–28, 46, 52], 3D de-
formation field [3, 17, 36], or directly sawpping the face
of target image [18]. In addition to deforming the source
image or 3D mesh, recent research efforts [29, 42, 43, 47]
explore explicitly deforming points in 3D neural represen-
tations for human body and face synthesis, showcasing im-
proved temporal and multi-view consistency.

2.2. Diffusion Models for Animation

The remarkable progress in diffusion models [23, 24,
30] has propelled text-to-image generation to unprece-
dented success, spawning numerous subsequent works,
such as controllable image generation [50] and video gen-
eration [40], etc. Recent works have embraced diffusion
models for human-centric video generation [16] and anima-
tion [35]. Among these works, a common approach [38]
develops a diffusion model for generating 2D optical flow
and then animates the reference image using frame-warping
technique [27]. Moreover, many diffusion-based anima-
tion frameworks [15, 35, 48] employ Stable Diffusion [23]
as their image generation backbone and leverage Con-
trolNet [50] to condition the animation process on Open-
Pose [5] keypoint sequences. For the reference image
condition, they usually adopt a pretrained image-language
model, CLIP [21], to encode the image into a semantic-
level text token space and guide the image generation pro-
cess through cross-attention. While these works yield vi-
sually plausible results, most of them process each video
frame independently and neglect the temporal information
in animation videos, which inevitably leads to flickering an-
imation results.

3. Method
Given a reference image Iref and a motion sequence p1:N =
[p1, · · · ,pN ], where N is the number of frames, our
objective is to synthesize a continuous video I1:N =
[I1, · · · , IN ] with the appearance of Iref while adhering to
the provided motion p1:N .

Existing diffusion-based frameworks [15, 35] process
each frame independently, neglecting the temporal con-
sistency among different frames, which consequently re-
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Figure 2. MagicAnimate pipeline. Given a reference image and the target DensePose motion sequence, MagicAnimate employs a video
diffusion model and an appearance encoder for temporal modeling and identity preserving, respectively (left panel). To support long video
animation, we devise a simple video fusion strategy that produces smooth video transition during inference (right panel).

sults in flickering animations. To address this, we build a
video diffusion model FT for temporal modeling by incor-
porating temporal attention blocks into the diffusion back-
bone (Sec. 3.1). In addition, existing works [15, 35] use
CLIP [21] encoder to encode the reference image. We argue
that these semantic-level features are too sparse and com-
pact to capture intricate details. Therefore, we introduce a
novel appearance encoder Fa (Sec. 3.2) to encode Iref into
appearance embedding ya and condition our model on it for
identity- and background-preserving animation.

The overall pipeline of our MagicAnimate (Sec. 3.3) is
depicted in Figure 2. We first embed the reference image
into appearance embedding ya using our appearance en-
coder. We then pass the target pose sequence, i.e., Dense-
Pose [8], into a pose ControlNet [50] Fp to extract mo-
tion condition y1:K

p . Conditioning on these two signals,
our video diffusion model is trained to animate the refer-
ence human identity to follow the given motions. In prac-
tice, due to memory constraints, we process the entire video
in a segment-by-segment manner. Thanks to the tempo-
ral modeling and robust appearance encoding, MagicAn-
imate can largely maintain temporal and appearance con-
sistency across segments. Nevertheless, there still exists
minor discontinuities between segments. To mitigate this,
we leverage a simple video fusion approach to improve
the transition smoothness. Specifically, as depicted in Fig-
ure 2, we decompose the entire video into overlapping seg-
ments and simply average the predictions for overlapping
frames. Lastly, we also introduce an image-video joint
training strategy to further enhance the reference-preserving
capability and single-frame fidelity (Sec. 3.4).

3.1. Temporal Consistency Modeling

To ensure temporal consistency across video frames, we ex-
tend the image diffusion model to the video domain. Specif-

ically, we inflate the original 2D UNet to 3D temporal UNet
by inserting temporal attention layers [10, 40, 53]. The tem-
poral UNet is denoted as FT(·; θT) with trainable parame-
ters θT. The architecture of the inflated UNet blocks is illus-
trated in Figure 2. We begin with randomly initialized latent
noise z1:K

t where K is the length of the video frames. We
then stack K consecutive poses into a DensePose sequence
p1:K for motion guidance. We input z1:K

t to our video dif-
fusion backbone FT by reshaping the input features from
RN×C×K×H×W into R(NK)×C×H×W . Within temporal
modules, we reshape the features into R(NHW )×K×C to
compute cross-frame information along the temporal di-
mension. Following prior works [10], we add sinusoidal
positional encoding to make the model aware of the position
for each frame within the video. As such, we compute tem-
poral attention using the standard attention operation, which
is formulated as Attention(Q,K, V ) = Softmax(QKT

√
d
)V ,

where Q = WQzt, K = WKzt, V = WV zt. Through
this attention mechanism, MagicAnimate aggregates tem-
poral information from neighboring frames and synthesizes
K frames with improved temporal consistency.

3.2. Appearance Encoder

The goal of human image animation is to generate results
under the guidance of a reference image Iref. The core ob-
jective of our appearance encoder is representing Iref with
detailed identity- and background-related features that can
be injected into our video diffusion model for retargeting
under the motion signal guidance. Inspired by recent works
on dense reference image conditioning, such as MasaC-
trl [4] and Reference-only ControlNet [49], we propose a
novel appearance encoder with improved identity and back-
ground preservation to enhance single-frame fidelity and
temporal coherence. Specifically, our appearance encoder
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creates another trainable copy of the base UNet Fa(·; θa)
and compute the condition features for the reference image
Iref for each denoising step t. This process is mathemati-
cally formulated as

ya = Fa(zt|Iref, t, θ
a), (1)

where ya is a set of normalized attention hidden states for
the middle and upsampling blocks. Different from Control-
Net which adds conditions in a residual manner, we pass
these features to the spatial self-attention layers in the UNet
blocks by concatenating each feature in ya with the original
UNet self-attention hidden states to inject the appearance
information. Our appearance condition process is mathe-
matically formulated as:

Attention(Q,K, V,ya) = Softmax(
QK ′T
√
d

)V ′,

Q = WQzt,K
′ = WK [zt,ya], V

′ = WV [zt,ya],

(2)

where [·] denotes concatenation operation. Through this op-
eration, we can adapt the spatial self-attention mechanism
in our video diffusion model into a hybrid one. This hy-
brid attention mechanism can not only maintain the seman-
tic layout of the synthesized image, such as the pose and
position of the human in the image, but also query the con-
tents from the reference image in the denoising process to
preserve the details, including identity, clothes, accessories,
and background. This improved preservation capability
benefits our framework in two aspects: (1) our method can
transfer the reference image faithfully to the target motion;
(2) the strong appearance condition contributes to temporal
consistency by retaining the same identity, background, and
other details throughout the entire video.

3.3. Animation Pipeline

With the incorporation of temporal consistency modeling
and the appearance encoder, we combine these elements
with pose conditioning, i.e., ControlNet [50], to transform
the reference image to the target poses.
Motion transfer. ControlNet for OpenPose [5] keypoints
is commonly employed for animating reference human im-
ages. Although it produces reasonable results, we argue that
the major body keypoints are sparse and not robust to cer-
tain motions, such as rotation. Consequently, we choose
DensePose [8] as the motion signal pi for dense and robust
pose conditions. We employ a pose ControlNet Fp(·, θp),
the pose condition for frame i is computed as

yp,i = Fp(zt|pi, t, θ
p), (3)

where yp,i is a set of condition residuals added to the resid-
uals for the middle and upsampling blocks in the diffusion
model. In our pipeline, we concatenate the motion feature
of each pose in a DensePose sequence into y1:K

p .

Denoising process. Building upon the appearance con-
dition ya and motion condition y1:K

p , MagicAnimate an-
imates the reference image following the DensePose se-
quence. The noise estimation function ϵ1:Kθ (·) in the de-
noising process is mathematically formulated as:

ϵ1:Kθ

(
z1:K
t , t, Iref,p

1:K
)
= FT(z1:K

t |t,ya,y
1:K
p ), (4)

where θ is the collection of all the trainable parameters,
namely θT, θa, and θp.

Long video animation. With temporal consistency mod-
eling and appearance encoder, we can generate tempo-
rally consistent human image animation results for arbitrary
length via segment-by-segment processing. However, un-
natural transitions and inconsistent details across segments
may occur because temporal attention blocks cannot model
long-range consistency across different segments.

To address this challenge, we employ a sliding window
method inspired by [34] to improve transition smooth-
ness in the inference stage. As shown in Figure 2, we
divide the long motion sequence into multiple segments
with temporal overlap, where each segment has a length of
K. We first sample noise z1:N for the entire video with
N frames, and also partition it into noise segments with
overlap {z1:K , zK−s+1:2K−s, ...,zn(K−s)+1:n(K−s)+K},
where n = ⌈(N −K)/(K − s)⌉ and s is the overlap stride,
with s < K. If (N −K) mod (K − s) ̸= 0, i.e., the last
segment size is less than K, for simplicity, we simply pad
it with the first few frames to construct a K-frame segment.
Besides, we empirically find that sharing the same initial
noise z1:K for all the segments improves video quality. For
each denoising timestep t, we predict noise and obtain ϵ1:Kθ

for each segment, and then merge them into ϵ1:Nθ by av-
eraging overlap frames. When t = 0, we obtain the final
animation video I1:N .

3.4. Training

Learning objectives. We employ a multi-stage training
strategy for our MagicAnimate. In the first stage, we omit
the temporal attention layers temporarily and train the ap-
pearance encoder together with pose ControlNet. The loss
term of this stage is computed as

L1 = Ez0,t,Iref,pi,ϵ∼N (0,1)

[
∥ϵ− ϵθ∥22

]
, (5)

where pi is the DensePose of target image Ii. The learnable
modules are Fp(·, θp) and Fa(·, θa). In the second stage,
we optimize only the temporal attention layers in FT(·, θT),
and the learning objective is formulated as

L2 = Ez1:K
0 ,t,Iref,p1:K ,ϵ1:K∼N (0,1)

[
∥ϵ1:K − ϵ1:Kθ ∥22

]
. (6)

Image-video joint training. Human video datasets [14,
28], compared with image datasets, have a much smaller
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scale and are less diverse in terms of identities, back-
grounds, and poses. This restricts the effective learning
of reference condition capability of our animation frame-
work. To alleviate this issue, we employ an image-video
joint training strategy.

In the first stage when we pretrain the appearance en-
coder and pose ControlNet, we set a probability threshold
τ0 for sampling the human images from a large-scale image
dataset [25]. We draw a random number r ∼ U(0, 1), where
U (·, ·) denotes uniform distribution. If r ≤ τ0, we use the
sampled image for training. In this case, the conditioning
pose pi is estimated from Iref, and the learning objective of
our framework becomes reconstruction.

Although the introduction of temporal attention in the
second stage helps improve temporal modeling, we also no-
tice that this leads to degraded per-frame quality. To simul-
taneously improve temporal coherence and maintain single-
frame image fidelity, we also employ joint training in this
stage. Specifically, we select two probability thresholds τ1
and τ2 empirically, and compare r ∼ U(0, 1) with these
thresholds. When r ≤ τ1, we sample the training data
from the image dataset, and we sample data from the video
dataset otherwise. Based on the different training data, our
denoising process in the training stage is formulated as

ϵ1:Kθ =


ϵ1:Kθ (zt, t, Iref,pi) ,with i = ref, if r ≤ τ1,

ϵ1:Kθ (zt, t, Iref,pi) ,with i ̸= ref, if τ1 ≤ r ≤ τ2.

ϵ1:Kθ

(
z1:K
t , t, Iref,p

1:K
)
, if r ≥ τ2

(7)

4. Experiments

We evaluate the performance of MagicAnimate using two
datasets, namely TikTok [14] and TED-talks [28]. The Tik-
Tok dataset comprises 350 dancing videos, while TED-talks
includes 1,203 video clips extracted from TED-talk videos
on YouTube. To ensure a fair comparison with state-of-the-
art methods, we utilize the identical test set as DisCo [35]
for TikTok evaluation and adhere to the official train/test
split for TED-talks. All datasets undergo the same prepro-
cessing pipeline. Please refer to Sup. Mat. for our dataset
preprocessing and implementation details.

4.1. Comparisons

Baselines. We perform a comprehensive comparison of
MagicAnimate with several state-of-the-art methods for hu-
man image animation: (1) MRAA [28] and TPS [52]
are state-of-the-art GAN-based animation approaches. The
original MRAA and TPS methods utilize ground-truth
videos as driving signals. To ensure fair comparisons,
we train alternative versions for MRAA and TPS using
the same driving signal (DensePose) as MagicAnimate.
(2) DreamPose [15] and DisCo [35] are state-of-the-art

diffusion-based animation methods which incorporate ref-
erence image condition and pose control to animate hu-
man image frame-by-frame. (3) We construct additional
baseline by combining the state-of-the-art image condition
method, i.e., IP-Adapter [44], with pose ControlNet [50],
which is labeled as IPA+CtrlN. To make a fair compari-
son, we further add temporal attention blocks [10] into this
framework and construct a video version baseline labeled
as IPA+CtrlN-V.
Evaluation metrics. We adhere to established evalua-
tion metrics employed in prior research. For the TikTok
dataset, we evaluate both single-frame image quality and
video fidelity. The metrics used for single-frame quality in-
clude L1 error, SSIM [39], LPIPS [51], PSNR [13], and
FID [11]. Video fidelity is assessed through FID-FVD [1]
and FVD [33]. On the TED-talks dataset, we follow MRAA
and report L1 error, average keypoint distance (AKD), miss-
ing keypoint rate (MKR), and average Euclidean distance
(AED). However, these evaluation metrics are designed for
single-frame evaluation and lack perceptual measurement
of the animation results. Consequently, we also compute
FID, FID-VID, and FVD on the TED-talks dataset to mea-
sure the image and video perceptual quality.
Quantitative comparisons. Table 1 provides the quantita-
tive comparison results between MagicAnimate and base-
lines on two benchmark datasets. Our method surpasses
all baselines in terms of reconstruction metrics, i.e., L1,
PSNR, SSIM, and LPIPS, on TikTok (Table 1a). No-
tably, MagicAnimate improves against the strongest base-
line (DisCo) by 6.9% and 18.2% for SSIM and LPIPS,
respectively. Additionally, MagicAnimate achieves state-
of-the-art video fidelity, demonstrating significant perfor-
mance improvements of 63.7% for FID-VID and 38.8% for
FVD compared to DisCo.

Our method also exhibits superior video fidelity on the
TED-talks dataset (Table 1b), achieving the best FID-VID
of 19.00 and FVD of 131.51. This performance is par-
ticularly notable against the second-best method (MRAA),
with an improvement of 28.1% for FVD. Additionally,
MagicAnimate demonstrates state-of-the-art single-frame
fidelity, securing the best FID score of 22.78. Compared
with DisCo, a diffusion-based baseline method, MagicAn-
imate showcases a significant improvement of 17.2% for
FID. However, it is important to note that MagicAnimate
has a higher L1 error compared to baselines. This is likely
caused by the lack of background information in the Dense-
Pose control signals. Consequently, MagicAnimate is un-
able to learn a consistent dynamic background as presented
in the TED-talks dataset, leading to an increased L1 error.
Nevertheless, MagicAnimate achieves a comparable L1 er-
ror with the strongest baseline (MRAA) in foreground hu-
man regions, demonstrating its effectiveness for human an-
imations. Furthermore, our method achieves the best per-
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Method
Image Video

L1↓ PSNR↑ SSIM↑ LPIPS↓ FID↓ FID-VID↓ FVD↓

TPS [52] 6.17E-04 14.06 0.560 0.449 140.37 142.52 800.77
MRAA [28] 4.61E-04 16.09 0.646 0.337 85.49 71.97 468.66
IPA [44]+CtrlN [50] 7.38E-04 12.18 0.459 0.481 69.83 113.31 802.44
IPA [44]+CtrlN [50]-V 6.99E-04 11.92 0.479 0.461 66.81 86.33 666.27
DreamPose [15] 7.67E-04 11.88 0.446 0.481 67.13 98.33 723.69
DisCo [35] 3.78E-04 15.20 0.668 0.292 30.75 59.90 292.80
MagicAnimate (Ours) 3.13E-04 18.22 0.714 0.239 32.09 21.75 179.07

(a) Quantitative comparisons on TikTok [14] dataset. Please refer to our Sup. Mat. for the details of PSNR metrics.

Method
Image Video

AKD↓ MKR↓ AED↓ (L1, L1fg)↓ FID↓ FID-VID↓ FVD↓

TPS [52] 11.00 0.063 0.331 (2.22E-04, 1.43E-04) 86.65 72.49 457.02
MRAA [28] 4.37 0.024 0.246 (1.61E-04, 1.07E-04) 35.75 22.97 182.78
IPA [44]+CtrlN [50] 5.14 0.022 0.375 (3.58E-04, 1.71E-04) 43.23 49.13 434.00
IPA [44]+CtrlN [50]-V 4.24 0.019 0.369 (4.43E-04, 1.66E-04) 49.21 38.48 281.42
DreamPose [15] 3.75 0.017 0.422 (4.59E-04, 2.30E-04) 47.71 63.25 549.92
DisCo [35] 2.96 0.019 0.253 (2.07E-04, 1.31E-04) 27.51 19.02 195.00
MagicAnimate (Ours) 2.65 0.013 0.204 (2.92E-04, 1.11E-04) 22.78 19.00 131.51

(b) Quantitative comparisons on TED-talks [28] dataset. We also report L1 error for the foreground (human regions).

Table 1. Quantitative comparisons with baselines, with best results in bold and second best results underlined.

reference TPS MRAA DisCo Ours GTIPA+CtrlN IPA+CtrlN-V DreamPose

Figure 3. Qualitative comparisons between MagicAnimate and baselines on TikTok and TED-talks datasets. We overlay the target pose on
the bottom left corner of the synthesized frames and highlight the artifacts generated by the strongest baseline (DisCo) in red boxes. For
DreamPose, we only visualize the U coordinate. Please refer to our Project Page for comprehensive video comparisons.

formance for AKD, MKR, and AED, providing evidence of
its superior identity-preserving ability and animation preci-
sion.
Qualitative comparisons. In Figure 3, we present quali-
tative comparisons between MagicAnimate and baselines.
Notably, the dancing videos from the TikTok dataset ex-
hibit significant pose variations, posing a challenge for
GAN-based methods such as MRAA and TPS, as they
fail to produce reasonable results when there is a sub-
stantial pose difference between the reference image and

the driving signal. In contrast, the diffusion-based base-
lines, IPA+CtrlN, IPA+CtrlN-V, DreamPose, and DisCo,
show better single-frame quality. However, as IPA+CtrlN,
DreamPose, and DisCo generate each frame independently,
their temporal consistency is unsatisfactory, as evidenced
by the color change of the clothes and inconsistent back-
grounds in the occluded regions. The video diffusion base-
line, IPA+CtrlN-V, displays more consistent content, yet its
single-frame quality is inferior due to weak reference con-
ditioning. Conversely, MagicAnimate produces temporally
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consistent animations and high-fidelity details for the back-
ground, clothes, face, and hands.

Unlike the TikTok dataset, TED-talks dataset comprises
speech videos recorded under dim lighting conditions. The
motions in the TED-talks dataset primarily involve ges-
tures, which are less challenging than dancing videos. Thus,
MRAA and TPS produce more visually plausible results,
albeit with inaccurate motion. In contrast, IPA+CtrlN,
IPA+CtrlN-V, DisCo, and MagicAnimate demonstrate a
more precise body pose control ability because these meth-
ods extract appearance conditions from the reference im-
age to guide the animation instead of directly warping the
source image. Among all these methods, MagicAnimate
exhibits superior identity- and background-preserving abil-
ity, as shown in Figure 3, thanks to our appearance encoder,
which extracts detailed information from reference image.
Cross-identity animation. Beyond animating each iden-
tity with its corresponding motion sequence, we further in-
vestigate the cross-identity animation capability of Magi-
cAnimate and the state-of-the-art baselines, i.e., DisCo, and
MRAA. In this experiment, we adopt the default anima-
tion setting for MRAA (denoted as MRAA∗), which utilizes
video frames as driving signal. Specifically, we sample two
motion sequences from the TikTok test set and use these
sequences to animate reference images sampled from dif-
ferent videos. Figure 1 illustrates that MRAA fails to gen-
eralize for driving videos that contain substantial pose dif-
ferences, while DisCo cannot preserve the details in the ref-
erence images well, resulting in artifacts in the background
and clothing. In contrast, our method faithfully animates
the reference images given the target motion.

4.2. Ablation Studies

To verify the effectiveness of the design choices in Magi-
cAnimate, we conduct ablative experiments on the TikTok
dataset, which features significant pose variations, a wide
range of identities, and diverse backgrounds.
Temporal modeling. To assess the impact of the proposed
temporal attention layer, we train a version of MagicAni-
mate without it for comparison. The results, presented in
Table 2a, show a decrease in both single-frame quality and
video fidelity evaluation metrics when the temporal atten-
tion layers are discarded, highlighting the effectiveness of
our temporal modeling. This is further supported by the
qualitative ablation results presented in Figure 4a, where the
model without explicitly temporal modeling fails to main-
tain temporal coherence for both humans and backgrounds.
Appearance encoder. To evaluate the enhancement
brought by the proposed appearance encoding strategy,
we replace the appearance encoder in MagicAnimate with
CLIP [21] and IP-Adapter [44] to establish baselines. Ta-
ble 2b summarizes the ablative results. It is evident that
our method significantly outperforms these two baselines in

Temp Attn L1↓ PSNR↑SSIM↑LPIPS↓ FID↓ FID-VID↓ FVD↓

w/o 3.98 15.98 0.652 0.263 27.54 42.21 247.30
w/ 3.13 18.22 0.714 0.239 32.09 21.75 179.07

(a) The effect of modeling temporal information.

App Enc L1↓ PSNR↑SSIM↑LPIPS↓ FID↓ FID-VID↓ FVD↓

CLIP 8.00 12.00 0.461 0.481 78.35 82.50 724.96
IP-Adapter 7.89 12.20 0.481 0.442 64.17 67.65 590.99

Ours 3.13 18.22 0.714 0.239 32.09 21.75 179.07

(b) The effect of appearance encoder.

Spat Temp L1↓ PSNR↑SSIM↑LPIPS↓ FID↓ FID-VID↓ FVD↓

✗ ✗ 3.20 18.05 0.706 0.248 37.15 24.45 158.16
✗ ✓ 3.19 18.00 0.705 0.246 38.41 23.08 156.32
✓ ✓ 3.13 18.22 0.714 0.239 32.09 21.75 179.07

(c) The effect of image-video joint training.

Avg L1↓ FID↓ FID-FVD↓

w/o 3.21 32.99 22.50
w/ 3.13 32.08 21.75

(d) The effect of the inference-stage
temporal video fusion.

Noise L1↓ FID↓ FID-FVD↓

diff 3.03 32.74 22.50
same 3.13 32.08 21.75

(e) The effect of sharing the same ini-
tial noises for all the video segments.

Table 2. Ablations of MagicAnimate on TikTok dataset, with best
results in bold. We vary our architectural designs and training
strategies to investigate their effectiveness. We report L1×10−4

for numerical simplicity.

reference image preserving, resulting in a substantial im-
provement for both single-frame and video fidelity.
Inference-stage video fusion. MagicAnimate utilizes a
video fusion technique to enhance the transition smoothness
of long-term animation. Table 2d and Table 2e demonstrate
the effectiveness of our design choices. In general, skipping
the video fusion or using different initial random noises
for different video segments diminishes animation perfor-
mance, as evidenced by the performance drop for both ap-
pearance and video quality.
Image-video joint training. We introduce an image-video
joint training strategy to enhance the animation quality.
As shown in Table 2c, applying image-video joint train-
ing at both the appearance encoding and temporal modeling
stages consistently increases the animation quality. Such
improvements can also be observed in Figure 4b. Without
the joint training strategy, the model fails to model intricate
details accurately, tending to produce incorrect clothes and
accessories as shown in Figure 4b.

4.3. Applications

Despite being trained only on realistic human data, Magi-
cAnimate demonstrates the ability to generalize to various
application scenarios, including animating unseen domain
data, integration with a text-to-image diffusion model, and
multi-person animation.
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(b) Effects of image-video joint training strategy.

Figure 4. Visualization of ablation studies, with errors highlighted
in red boxes. For each frame, we overlay the reference image at the
bottom left corner, and the target pose at the bottom right corner.

Unseen domain animation. MagicAnimate showcases
generalization ability for unseen image styles and motion
sequences. As shown in Figure 5a, it can animate oil paint-
ings and movie images to perform actions such as running
and Yoga, maintaining a stable background and inpainting
the occluded regions with temporally consistent results.
Combining with text-to-image generation. Due to its
strong generalization ability, MagicAnimate can be used to
animate images generated by text-to-image (T2I) models,
e.g., DALL·E3 [2]. As shown in Figure 5b, we first employ
DALL·E3 to synthesize the reference image using various
prompts. These reference images can then be animated by
our model to perform various actions.
Multi-person animation. MagicAnimate also exhibits
strong generalization for multi-person animation. As illus-
trated in Figure 5c, we can generate animations for multi-
ple individuals given the reference frame and a motion se-
quence, which includes two dancing individuals.

5. Conclusion
This work introduces MagicAnimate, a novel diffusion-
based framework designed for human avatar animation with
an emphasis on temporal consistency. By effectively model-
ing temporal information, we enhance the overall temporal
coherence of the animation results. The proposed appear-
ance encoder not only elevates single-frame quality but also

re
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t
(a) Unseen domain animation.

re
fe
re
nc
e

t

pr
om
pt a man standing on top of 

a mountain, surrounded 
by ancient remains

a woman doing yoga in 
the universe, surrounded 

by supernova

a woman researcher in 
the space station

(b) Combining MagicAnimate with T2I diffusion model.

reference t
(c) Multi-person animation.

Figure 5. (a) Animation results for the unseen domain. (b) Com-
bining MagicAnimate with DALL·E3 [2], and (c) Multi-person
animation. We overlay the motion signal at the corner of each
frame in (a) and (b). Video results can be found on Project Page.

contributes to improved temporal consistency. Additionally,
the integration of a video frame fusion technique enables
seamless transitions across the animation video. MagicAn-
imate demonstrates state-of-the-art performance in terms of
both single-frame and video quality. Moreover, its robust
generalization capabilities make it applicable to unseen do-
mains and multi-person animation scenarios.
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