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Abstract

Understanding human actions from videos of first-person
view poses significant challenges. Most prior approaches
explore representation learning on egocentric videos only,
while overlooking the potential benefit of exploiting ex-
isting large-scale third-person videos. In this paper, (1)
we develop Egolnstructor, a retrieval-augmented multi-
modal captioning model that automatically retrieves se-
mantically relevant third-person instructional videos to en-
hance the video captioning of egocentric videos, (2) for
training the cross-view retrieval module, we devise an au-
tomatic pipeline to discover ego-exo video pairs from dis-
tinct large-scale egocentric and exocentric datasets, (3) we
train the cross-view retrieval module with a novel EgoEx-
oNCE loss that pulls egocentric and exocentric video fea-
tures closer, by aligning them to shared text features that
describe similar actions, (4) through extensive experiments,
our cross-view retrieval module demonstrates superior per-
formance across seven benchmarks. Regarding egocen-
tric video captioning, Egolnstructor exhibits significant im-
provements by leveraging third-person videos as references.

1. Introduction

Recently, egocentric video understanding is getting increas-
ing attention in the vision community, for example, on ac-
tion recognition [5, 18, 40, 59], detection [66, 77], video-
text retrieval [43, 78], grounding [14, 43, 54] and gaze
estimation [35, 39]. As egocentric videos are normally
recorded from a “first-person” view, reflecting activities en-
gaging with the environment, it plays a paramount role in
deploying vision models into real-world scenarios, such as
robotics [33] and augmented reality [47].

As preliminary baseline solutions for egocentric video
understanding, early works have directly trained models on
the egocentric videos [18, 39, 40, 73], however, such ap-
proaches are limited by dataset scale and have overlooked
the benefit of exploiting the large corpus of third-person (ex-
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Figure 1. Egolnstructor is a retrieval-augmented multimodal cap-
tioning model that retrieves relevant exocentric videos as refer-
ences to generate the caption of egocentric videos. The cross-view
retrieval ability is enabled by training on automatically constructed
large-scale pseudo paired ego-exo videos.

ocentric) videos. To leverage the information in exocentric
videos, some researchers have tried to directly transfer mod-
els learnt from third-person videos [31, 41, 42, 60]. Due to
the discrepancy in terms of recording perspective, camera
motion, video continuity, and domain shift, the represen-
tations learnt from exocentric videos may not be optimal
for egocentric videos. Another line of research involves the
joint learning of egocentric and exocentric video represen-
tations [3, 24, 59, 71, 72]. However, training these models
would require time-synchronised ego- and exo-video pairs
collected in the same environment [19, 34, 58, 59].

In this paper, we take inspiration from the fact that hu-
mans are born with the ability of learning by observation,
i.e., the ability of observing third-view demonstrations and
subsequently generalising towards egocentric perspective in
different environment [25, 51, 56]. For a more specific
example, people often seek answers to “How To” ques-
tions and watch third-person instructional videos before at-
tempting tasks they are unfamiliar with, e.g. how to make
a cheesebeef sandwich. When engaging in the task, peo-
ple also recall key procedures, visual demonstrations and
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detailed instructions from instructional videos. We ex-
plore retrieval-augmented egocentric video captioning, an
alternative way for transferring knowledge from exocentric
videos to enhance egocentric video captioning.

Specifically, as shown in Fig. 1, our goal is to learn a uni-
fied ego-exo representation space that allows for explicitly
retrieving relevant third-view videos available on the Inter-
net (e.g. from HowTo100M [46]), to assist video captioning
in the egocentric perspective. This is achieved by first intro-
ducing an automated pipeline, generating pseudo ego-exo
video pairs at scale by aligning the captions that describe
similar actions. Subsequently, the paired videos are em-
ployed to train a cross-view retrieval module via a novel
EgoExoNCE loss, which aligns both egocentric and exo-
centric video features with shared text features describing
similar action semantics. With this cross-view retrieval ca-
pability, we develop a retrieval-augmented egocentric video
captioning model by leveraging the retrieved exocentric
videos as references for caption generation.

As a consequence, we evaluate the cross-view retrieval
module on seven benchmarks, e.g., EK100 Multi-instance
Retrieval [18], Ego4d Multiple Choice Questions [21],
YouCook? video-text retrieval [79] and CharadesEgo cross-
view video retrieval [59], the model demonstrates superior
performance on all datasets. Regarding egocentric video
captioning on Ego4d [21], we show the benefits of leverag-
ing semantically related exocentric instructional videos.

2. Related Work

Egocentric video understanding. The unique viewpoint
of egocentric videos poses a broad range of challenges in
human activity analysis [11], including action recognition
and detection [18, 31, 42, 66, 77], human pose estima-
tion [29, 49], gaze estimation [26, 39, 73], and caption-
ing [30, 48]. Recently, the introduction of the Ego4d [21]
dataset has prompted a series of studies for representa-
tion learning in egocentric videos [5, 43, 76, 78]. For in-
stance, EgoVLP [43] performed contrastive learning over
paired egocentric videos and narrations. LaViLa [78] learnt
egocentric video-language representations by using pseudo-
labelled egocentric videos. Despite the progress in egocen-
tric video understanding, these models lack enough gener-
alisation ability on exocentric videos. In contrast, our cross-
view retrieval module is designed to learn a unified ego-exo
video-language representation space.

Ego-exo video understanding. Ego-exo video understand-
ing models involve both egocentric and exocentric videos to
solve a variety of vision tasks [2, 3, 20, 24, 42, 59, 69, 71].
The majority of these approaches explore shared visual
clues from synchronous egocentric and exocentric data
recorded simultaneously [20, 58, 59], which poses addi-
tional difficulty and cost in data collection. Subsequently,

versatile methods are developed without relying on paired
data. EgoExo [42] transferred exocentric pre-trained model
to egocentric videos by mining egocentric pseudo labels.
AE2 [72] temporally aligned the representations of the un-
paired egocentric and exocentric videos via Dynamic Time
Warping [9]. Sum-L [67] created cross-view pseudo pairs
from egocentric dataset [ 18, 59] and exocentric dataset [28]
using the ground-truth semantic category labels. In con-
trast, our method learns joint ego-exo representations on
unpaired egocentric [21] and exocentric [46] datasets by
leveraging captions/narrations and moves beyond vision-
only [42, 67, 72] tasks to video-language understanding.

Retrieval-augmented models. Retrieval-augmented lan-
guage models in the NLP community aim at retrieving ex-
ternal knowledge to enhance performance in various NLP
tasks [4, 12, 22, 36, 53]. Recent progresses in vision-
language domain also retrieve semantically related sam-
ples to improve the performance, including image recog-
nition [27, 45], captioning [55, 57], visual question answer-
ing [15, 74], image generation [16, 75] and vision-language
pre-training [70]. While most methods primarily focus on
image domain and employ a pre-trained CLIP [52] model
for cross-modal retrieval, such methods are sub-optimal for
video data, especially in the case between egocentric and
exocentric views. In contrast, our approach involves train-
ing a cross-view retrieval module tailored for retrieving ex-
ocentric videos for egocentric video captioning.

3. Methodology

The overall architecture of our proposed Egolnstructor is
shown in Fig. 2. Given an egocentric video v°&°, our model
first retrieves K semantically relevant third-view instruc-
tional videos and associated texts with the cross-view re-
trieval, i.e., {29, ..., 2F°} = Premrieve (v°8°), Where 25*° =
(v§*°, %) includes both video and associated text narra-
tions. Then, the multimodal captioning model takes both
the ego-video and retrieved samples to generate the text de-
scription, t°2° = Wenerate (V°2°, {29, . .., 2%°}). In the fol-
lowing sections, we start by describing the procedure for
training the cross-view retrieval module with unpaired data
(Sec. 3.1), then followed by the full retrieval-augmented
multimodal captioning model (Sec. 3.2).

3.1. Cross-view Visual Representation Alignment

Our goal in this step is to train a cross-view retrieval mod-
ule that associates the ego- and exo-videos sharing the same
semantics, using videos with only caption or narrations,
i.e., without manual annotation for pairing ego-exo videos.
Specifically, we adopt egocentric videos from Ego4D [21]
with 4M manually labelled captions, and exocentric videos
from HowTo100M [46], containing detailed instructions for
performing daily procedural activities.
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Figure 2. An overview of our Egolnstructor. Given an egocentric video, we first retrieve relevant exocentric instructional videos using
a frozen cross-view retrieval module pre-trained on pseudo ego-exo pairs generated automatically. The multimodal captioning model
(consisting of a visual encoder, a perceiver resampler, and a text decoder.) takes the egocentric video and the retrieved videos and captions

as references, and generates the caption of the ego-video.
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Figure 3. Our cross-view retrieval module trained via EQoOExoNCE
loss. We keep the egocentric and exocentric video encoders frozen
and train the cross-view video encoder and text encoder.

3.1.1 Architecture Detail

Egocentric visual-language representation. For egocen-
tric video clips, we extract representations via a CLIP-
style dual encoder architecture, adopting a frozen Video-
MAE [62] as the visual encoder, z;*° = f°°(v¥") € RT*d
with T frames; and a BERT model [32] as the text encoder
u®® = f(:2°) € R? Both visual and text encoders have
been pre-trained on Ego4d video-text pairs.

Exocentric visual-language representation. For exocen-
tric video clip and its instruction from HowTo100M dataset,
the visual representation is computed using a frozen Intern-
Video [68] video encoder. This encoder is a Uniformer [38]
model pre-trained on large corpus of exocentric video-text
pairs [68], 28 = f°(v¥°) € RT*?. The text features
are also computed with the same BERT encoder used for
ego-text processing, us*® = f1X{(1¥°) € R,

Cross-view video encoder. = With computed visual-
language representations, we train a cross-view video en-
coder ¢(-) that takes either egocentric or exocentric video

feature as input, and maps them into an embedding space,
such that the videos with similar semantics are close to-
gether regardless of the shooting perspective. We obtain
25 = ¢(2%) € RY and 2%° = ¢(2%°) € R? with the
temporal dimension being aggregated with average pooling.
The cross-view retrieval module is shown in Fig. 3.

3.1.2 Automatic Ego-Exo Pair Generation

For training the described cross-view retrieval module, we
propose a scalable approach that exploits natural languages
as a bridge to pair videos from different viewpoints, i.e.,
grouping egocentric and exocentric videos if their corre-
sponding language narrations and instructions are highly
relevant. In practice, unlike egocentric videos from Ego4D
that have manually annotated captions, instructions for
HowTol100M videos are normally acquired from ASR tran-
scripts [8]. This incurs two issues: (i) the transcript may not
be of descriptive style, containing redundancy or ambiguity,
as depicted in Fig. 4 (left); (ii) the transcript may not be well
aligned with the visual signals. There might be greetings
from the speaker or inaccuracies in timing, e.g., describing
the action after performing it, as discussed in [23].

Caption refinement via large language model. We trans-
form the ASR transcript into similar style as those of Ego4D
captions with a large language model (LLM). Specifically,
given an instructional video from HowTo100M, i.e., x*° =
{(vj,t5,55,€;)}}L,, where each narration ¢; is annotated
with a start time s; and end time e;, we refine the ASR
transcript by prompting the LLM to only capture the main
actions in the transcript and output descriptive captions:

[tlh ...,tl]\/[] = LLM([Prompt, (tl, S1, 61), ey (15]\/[7 sM,eM)]),
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Context-aware Caption Refinement
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Figure 4. An illustration of context-aware caption refinement (left) and cross-view pair construction (right). The ASR transcripts of
instructional videos are concatenated and refined by a LLM to match the descriptive style of manually labelled captions in Ego4d. We
construct the ego-exo pairs by choosing the ego and exo captions that describe the similar action (e.g., toast the bread).

where Prompt is composed of task instructions, a list of
10 caption rules followed by example cases. Please refer to
Supplementary for the exact prompt. Compared with clip-
wise processing of each transcript individually, video-level
refinement enables the LLM to infer the long-term goal
of the activity within the context, and manages to replace
the pronouns with specific objects deduced from other tran-
scripts for better visual-text alignment. Additionally, we ex-
tend the temporal boundary of the narration to [s — &, e+ o]
by « seconds, to mitigate the temporal shift problem. As
shown in Fig. 4 (middle), the ASR transcripts are effectively
transformed into shorter yet more informative sentences.

Pairing ego-exo videos via language alignment. In ad-
dition to refining the captions of HowTol00M videos, we
also remove the character indicator in Ego4D narrations,
e.g., the #C’ in captions. Till this point, the egocentric
and exocentric narrations share similar textual formats, we
then establish pairings via a two-step procedure. First, we
conduct an initial categorisation based on the daily activity
scenarios, such as food and entertaining, crafts, gardening,
etc. Egocentric and exocentric videos belonging to the same
scenario are grouped together; Second, we extract nouns
and verbs using Spacy [64] from each sentence as they col-
laboratively determine the semantics of the activity in the
video. For each egocentric video, the exocentric video(s)
with the highest overlaps in terms of nouns and verbs are
selected as the paired sample(s). As both egocentric and re-
fined exo-narrations focus on the main actions/objects, us-
ing nouns and verbs is sufficient to represent the sentence
semantics while being computationally efficient. Leverag-
ing sentence-level similarity is also expected to work well.

Long-form video-text pairs construction. Till here, we
have obtained paired ego-exo short video clips, where the
duration of video clips are determined by the timestamp
of the captions. As both Ego4d and HowTo100M consist
of long videos lasting minutes, training on short video-
text pairs may not fully exploit the information in long
videos. To address this, we propose a simple strategy to

better utilise long-form information. In specific, as the
narrations/captions are dense, we create ‘fake’ long-form
video-text pairs by cropping longer video clips and sum-
marising their accompanied narrations into one sentence via
the LLM. These pseudo long-form pairs are integrated into
the original data for training, and pairing long-form ego-exo
video pairs can be executed similarly as before.

3.1.3 Retrieval Module Training and Inference

For training cross-view retrieval, we introduce a novel con-
trastive loss, termed as EgoExoNCE loss. Specifically,
the proposed loss incorporates three variants of positive
pairs: (1) the original video-text pairs (2:%°,u;*") and

(2%, u$*°) as adopted in the InfoNCE loss [52]; (2) cross-
view pairs mined via language alignment, i.e., (2%, us*)
and (25°,u;%°), as both u;*° and u$*® represent similar ac-
tions in the video; (3) all pairs that share at least one noun
or verb regardless of views. The remaining pairs in each
mini-batch are considered as negative pairs.

At training time, assume we have B samples in each
mini-batch, the positive pair set for the i-th sample is thus

defined as:

Pi _ {(Aggo uggn) (Ale_xo ex&))} U {(Acgn ex0) (73;:)(07 u:gO)}U
{(&5%,ug), (B, u)) IN (1) NN (5) # 0, V(E7) N V(t5) # 0},
where j € B, c € {ego,exo}, N(t) and V() represent the
sets of nouns and verbs in text ¢. The video-to-text EgoEx-
oNCE loss ﬁEgoEonCE can be calculated as:

zl u)EP; <217 ’U,>

£v2t _ 10 ’
EgoExoNCE ZEZB ]eB <Aego,u3> + exo7uj>
1
where (z,u) = exp(zTu/7) and 7 is the temperature. The

total 1oss LggokxoNcE 1S the sum of video-to-text loss and
symmetrical text-to-video loss. Despite the training proce-
dure only encourages cross-view, cross-modal retrieval, the
ego-exo video embeddings are also implicitly pulled closer,
by aligning to the shared semantics of the actor’s action.
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At inference time, given an egocentric video and a candi-
date set of exocentric videos with associated texts, we first
calculate egocentric video representation (2°¢°) and exocen-
tric video and text representations (2%*°, u**°). Then, for the
egocentric video, we choose the exocentric sample with the
highest averaged similarity, considering both (1) ego-video
to exo-video similarity and (2) ego-video to exo-text simi-
larity, which is defined as:

1
argmax — ((2%8°) 2%°) 4+ (£°8° %)), 2)

(,Uexo ’texo) eC
3.2. Retrieval-augmented Captioning

In this section, we detail the proposed retrieval-augmented
model for egocentric video captioning. In addition to the
target video as input, retrieved instructional videos and as-
sociated texts are also incorporated as conditions for gener-
ating captions. Next, we present three key modules in our
captioning model, as shown in Fig. 2.

Visual encoder. We adopt a frozen CLIP vision transformer
encoder that takes the concatenation of exo- and ego-videos
v o= [vixo; o ,U%O; Uego] c R(K+1)><T><C><H><W as in-
put, tokenises each frame into /V image patches, and com-
pute dense visual representation per frame, z = ®,(v) €

REFDXTXNxd Here, [.] refers to concatenation.

Perceiver resampler serves as a bottleneck module, that
models the correspondence among the visual features and
squeezes the visual features to a bottleneck feature with
fixed length L, typically L <« T x N. This is achieved
with Transformer Decoder using fixed-length of learnable
query tokens ¢ € REX9, that cross-attend to the visual fea-
tures, i.e., § = (g, [z + pe; q]) € RUEFD*Lxd Here, pe
denotes temporal positional embedding.

Text decoder is a visually conditioned LLM. It takes cap-
tions of the retrieved samples as input prompt and cross-
attends to visual features for caption generation. The text
input prompt t, is formed by stacking captions for all exo-
centric videos, which is denoted as:

t, = [(video)t{*°(eoc); ...; (video)t%° (eoc); (video)],

where (video) and (eoc) are special media tokens represent-
ing the video and end-of-chunk in text format, respectively.
In particular, several gated cross-attention modules [1, 6]
are inserted between the original LLM blocks. Compared
with the standard LLM block, the gated cross-attention
module exhibits two key variations: (1) the cross-attention
layer takes text features as query and visual features as keys
and values, enabling visually conditioned generation. Note
that, each text token only cross-attends to the visual fea-
ture of its corresponding video. (2) A tanh gating mecha-
nism is added. The output of cross-attention layer and feed-
forward-network in each gated cross-attention block is mul-
tiplied by a tanh layer with zero-initialisation. This ensures

Dataset Evaluation Metrics #Len(s) #Num
Egocentric benchmark

EK100 MIR [18] mAP, nDCG 3.7 9668
EgoMCQ [21] inter-/intra-video acc. 34.2 39751
SummMCQ [21] inter-video acc. 181.6 1614
Exocentric benchmark

YouCook2-Clip [79] R@1,R@5,R@10 19.7 3350
YouCook2-Video [79] R@1,R@5,R@10 212.4 436
Ego-Exo benchmark

CharadesEgo [59] Ego2Exo/Exo2Ego Avg. R@1/@5/@10 22.7 145
EgoLearner-MCQ Ego2Exo/Ex02Ego acc. 5.1 1951

Video Captioning
Ego4d cooking [21]
EgoLearner

BLEU-4, METEOR, ROUGE-L, CIDER 0.7 7161
BLEU-4, METEOR, ROUGE-L, CIDER 7.4 1089

Table 1. Datasets for evaluation. We list evaluation metrics, aver-
age clip/video length (#Len), and the number of test samples.

that the decoder is initially equivalent to the original LLM,
thereby improving the training stability. The captioning
model is trained by optimising the standard cross-entropy
loss for each predicted token.

4. Experiments
4.1. Experimental Setups

Training datasets. For egocentric videos, we use the pub-
lic Ego4d dataset [21], consisting of 3670 hours of daily
activity videos. Following prior works [43, 78], videos be-
longing to the validation and test sets are excluded dur-
ing training, resulting in 4.3M video-text pairs for train-
ing [78]. For exocentric videos, we adopt the large-scale
instructional video dataset HowTol00M [46], containing
more than 1M videos from YouTube. We use the annotation
from TAN [23] including 30M video and ASR transcript
pairs with better temporally aligned narration timestamps.
For training the captioning model, we use the Ego4d [21]
cooking subset, containing 0.55M video clips with manu-
ally labelled captions. All video clips are obtained based on
the timestamps of the narrations following [43].

Downstream benchmarks. We evaluate the zero-shot
transfer ability of our retrieval module on the valida-
tion/test set using benchmark datasets outlined in Table 1.
Our evaluation includes 7 retrieval benchmarks that cover
both egocentric [18, 21, 59] and exocentric videos [59, 79],
ranging from short-term to long-term. Notably, Charade-
sEgo and an in-house dataset, termed as EgoLearner, with
ground-truth ego-exo pairs are adopted to evaluate model’s
video-to-video retrieval ability. The retrieval evaluations in-
clude video-text, video-video retrieval, and multiple choice
questions (MCQ). Specifically, MCQ involves retrieving
the matched video from 5 candidates from a query. The
query is the associated text in EgoMCQ and SummMCQ.
While in EgoLearner, the video from the other view serves
as the query. We report the R@1, R@5 and R@10 for
retrieval tasks and Top-1 accuracy for MCQ tasks. For
video captioning, we sample 7161 cooking video clips
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Ego-centric Benchmark

Exo-centric Benchmark Ego-Exo Benchmark

D Loss Caption View EK100-MIR EgoMCQ YouCook?2 Clip— Text EgoLearner CharadesEgo
mAP nDCG Inter Acc. IntraAcc. R@1 Re5 R@10 Ego2Exo Exo2Ego Ego2Exo Exo2Ego

1 InfoNCE - Ego 299 339 91.5 54.6 0.1 05 0.6 29.4 22.6 6.1 7.4
2 InfoNCE ASR Exo 6.7 12.3 35.0 22.6 21.7 48.1 61.2 24.6 21.9 1.8 4.1

3 InfoNCE ASR Ego+Exo 28.1 321 91.5 51.8 213 454 57.3 38.7 29.9 18.3 7.6
4 InfoNCE Refined Cap. Ego+Exo 284  32.0 92.3 53.2 233 49.2 60.7 46.8 30.1 17.8 9.8
5 EgoNCE ASR Ego+Exo 29.0  33.1 91.5 52.5 21.4 450 57.6 39.2 30.9 19.0 8.7
6  EgoExoNCE ASR Ego+Exo 28.6  33.2 91.9 51.4 21.1 45.6 57.7 41.3 31.3 20.8 13.6
7  EgoExoNCE Refined Cap. Ego+Exo 29.2  33.1 92.8 54.0 23.7 494 61.8 46.4 30.5 22.6 15.2

Table 2. Ablation study on the exocentric instructional video textual descriptions (original ASR transcripts vs. Refined Caption) and the
cross-view alignment loss (InfoNCE [52] vs. EgoNCE [43] vs. EgoExoNCE). We report metrics on short-term benchmarks. The baseline
model trained on ego-only/exo-only data (ID-1, ID-2) fails on exo/ego benchmarks due to the discrepancy between views.

from the Ego4d [21] validation set. We also choose videos
from EgoLearner which contains 1089 video clips with fine-
grained video captions. Please refer to the Supplementary
for details on each dataset.

Training and inference pipeline. To begin with, we take
egocentric videos from Ego4d and exocentric videos from
HowTol0OM to construct pseudo ego-exo pairs offline,
which are subsequently used to train the cross-view retrieval
module. Next, we take the videos from the cooking subset
of Ego4d, along with the paired exocentric videos and cap-
tions, to train the retrieval-augmented captioning model. At
inference stage, given an egocentric video, we retrieve rele-
vant exocentric videos via the cross-view retrieval module,
and use them as references to generate the ego-caption.

Implementation details. In the retrieval module, the ego-
centric video encoder is a VideoMAE-L [62] model pre-
trained on Ego4d. The exocentric video encoder is a Uni-
formerV2 [38] model with InternVideo [68] pre-trained
weights on third-person video datasets. Both video en-
coders output a 768-d feature vector for an 8-frame input.
Following [23, 46], we get one feature per second by de-
coding video at 8 fps. To match the average duration of
Ego4d and HowTo100M, we randomly sample 4 frame fea-
tures as input to the cross-view video encoder by default. In
terms of pseudo long-form video-text pairs, we crop long
video clips that last between 60 and 300 seconds, covering
20 narrations. We employ Stable-Vicuna-v1.5 [17], an ad-
vanced instruction-tuned LLM for both long-form text sum-
marisation and caption refinement. The cross-view video
encoder consists of four Transformer encoder layers [65].
The text encoder is a BERT model [32]. The retrieval mod-
ule is trained for 5 epochs using the AdamW optimizer with
a learning rate of 3 x 1075, and the batch size is set to 4096.

For retrieval-augmented captioning model, the visual en-
coder is CLIP-L/14 and the perceiver resampler consists
of 6-layer transformer blocks with 64 learnable query to-
kens. We adopt two variants of language models, LLaMA-
7B [63] and MPT-1B [61]. For fast convergence, we ini-
tialise the captioning model with pre-trained weights [37].

We train the model for 3 epochs with an initial learning rate
of 1 x 1075 and cosine learning rate decay. We set batch
size to 8/32 for LLaMA-/MPT-based models.

4.2. Experimental Results

4.2.1 Results on Cross-view Retrieval

We evaluate the effect of caption refinement, EgoExoNCE
loss, and different egocentric video encoders in this section.

Effect of caption refinement. We show comparison be-
tween our refined exocentric video caption with the orig-
inal ASR transcript across multiple losses in Table 2 (ID-
3 vs. ID-4, ID-6 vs. ID-7). The refined caption leads to
consistent improvements on YouCook?2 exocentric retrieval,
indicating better visual-text alignment. Surprisingly, we
observe 1%~2% improvement on egocentric benchmark,
EgoMCQ. We conjecture that the performance gain is from
the alignment between egocentric and exocentric caption
formats achieved through caption refinement. This align-
ment allows egocentric videos to align with broader seman-
tically rich captions, thereby enhancing the representation
of egocentric video-text relations. On cross-view bench-
mark, i.e., EgoLearner video retrieval, the accuracy con-
sistently improves in the Ego2Exo setting regardless of the
used losses, as semantically similar ego- and exo-videos are
better aligned via similar captions. In the Exo2Ego setting,
however, the model exhibits minimal improvement, proba-
bly due to the fact that the egocentric videos in EgoLearner
are primarily collected in a similar environment, making it
challenging to distinguish these ego-videos.

Effect of EgoExoNCE loss. To investigate the impact
of different loss functions on aligning egocentric and ex-
ocentric videos, we compared our EgoExoNCE with two
commonly used loss functions, namely, InfoNCE [52, 78]
and EgoNCE [43]. InfoNCE aligns each video with its
paired caption without considering cross-view information.
EgoNCE extends this by incorporating videos performing
similar actions as positive samples, while different actions
in the same video as negative samples.
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Ego-centric Benchmark

Exo-centric Benchmark Ego-Exo Benchmark

Method View Backbone  EK100-MIR EgoMCQ SummMCQ  YC2-Clip  YC2-Video EgoLearner CharadesEgo
mAP nDCG Inter Acc. Intra Acc. Acc Rel Re5 Rel R@5 Ego2Exo Exo2Ego Ego2Exo Exo2Ego

HierVL [5] Ego FIT 18.9 24.7 90.5 524 95.41 - - - - - - - -

CLIP [52] Ego+Exo ViT-L 18.4 24.0 88.7 34.6 92.0 202 440 36.0 764 489 41.5 50.1 49.0
CLIP + Ours Ego+Exo ViT-L 194 245 88.3 35.0 93.5 23.6 528 58.0 90.4 49.0 42.3 59.5 59.1
EgoVLP [43] Ego+Exo  TSF-B 247 284 91.2 457 88.8 202 448 39.6 78.0 52.0 43.8 21.7 229
EgoVLP + Ours Ego+Exo  TSF-B 257 291 91.9 47.2 91.6 227 505 594 913 53.2 46.8 21.2 29.2
LaViLa [78] Ego+Exo  TSF-L 243 282 90.8 453 89.9 19.7 445 376 76.6 52.6 43.3 37.1 25.9
LaViLa + Ours Ego+Exo  TSF-L 257 290 91.2 46.5 94.2 232 512 61.0 89.7 53.7 41.8 355 33.6
InternVideo [68] Ego+Exo UF-L 214 251 88.9 38.7 88.6 204 454 348 738 50.1 422 63.9 62.0
InternVideo + Ours  Ego+Exo UF-L 257 276 90.3 39.6 93.4 23.6 521 59.6 87.6 52.8 48.3 79.8 70.3
VideoMAE [62] Ego+Exo ViT-L 28.1 32.1 91.5 51.8 87.1 21.3 454 376 754 38.7 29.9 18.3 7.6
VideoMAE + Ours  Ego+Exo ViT-L 316 349 92.7 54.2 90.3 255 51.8 734 968 44.0 30.4 25.1 19.3

Table 3. Effect of our cross-view visual representation alignment over various egocentric video encoders, while fixing the exocentric video
encoder as InternVideo [68]. We report clip/video to text retrieval results on YouCook-Clip/YouCook-Video. t indicates different test data
(still unavailable), which is not fairly comparable. FIT, TSF and UF refer to Frozen in Time [7], TimeSformer [10] and UniformerV2 [38].

As shown in Table 2, EgoNCE improves InfoNCE on
egocentric benchmarks (ID-3 vs. ID-5), i.e., EK100-MIR
and EgoMCQ, however, only marginal improvement is ob-
served on cross-view benchmarks. In contrast, EgoExoNCE
boosts the accuracy of InfoNCE by an average of 2.0%
and 4.3% on cross-view benchmarks (ID-3 vs. ID-6), i.e.,
EgoLearner and CharadesEgo, respectively. The results can
be further improved by using refined captions (ID-4 vs. ID-
7). This indicates the superiority of our EgoExoNCE loss in
leveraging captions to mine cross-view samples, thereby en-
hancing the model’s video alignment ability. In summary,
our cross-view visual alignment outperforms the baseline
on all benchmarks (ID-3 vs. ID-7).

Analysis on egocentric video encoder. We extract ego-
centric video features using various pre-trained encoders,
including CLIP [52], EgoVLP [43], LaViLa [78], Intern-
Video [68] and VideoMAE [62], while ensuring the con-
sistency of exocentric video features extracted via Intern-
Video [68]. The results are shown in Table 3.

All the baseline models are trained on both original
egocentric and exocentric data via InfoNCE. By adding
our cross-view visual representation alignment strategies,
i.e., training on refined paired data with EgoExoNCE loss,
all models exhibit consistent improvements on most per-
formance metrics. Specifically, on cross-view evaluation
benchmarks, decent improvement can be seen on CLIP and
InternVideo. For instance, our model improves the baseline
InternVideo model by 15.9% and 7.7% on CharadesEgo.

4.2.2 Results on Retrieval-augmented Captioning

Effect of retrieved exocentric videos. Table 4 shows the
comparison results on the impact of retrieved samples. We
vary the number of exocentric videos K from 0 to 8, which
is referred to as K -shot evaluation [1]. In the O-shot sce-
nario, where no exocentric videos are used, both LLaMA-
and MPT-based captioning models achieve relatively low
captioning performance, with the MPT-based model achiev-

Model Shot BLEU-4 METEOR ROUGE-L CIDER
LaViLA-GPT2 [78] 0 13.1 28.7 47.8 75.1
LaViLA-GPT2-XL 0 17.0 30.5 514 103.0
LaViLA-LLaMA7B 0 17.4 31.3 51.6 108.9
Ours

LLaMA-7B 0 12.5 27.6 45.8 54.1
LLaMA-7B-ASR 1 27.7 38.4 58.3 166.5
LLaMA-7B 1 28.4 38.7 58.9 173.8
MPT-1B 0 12.0 27.9 44.7 46.8
MPT-1B 1 322 40.0 61.2 197.3
MPT-1B 2 32.5 40.2 61.8 205.4
MPT-1B 4 32.6 40.4 62.0 207.0
MPT-1B 8 32.0 40.7 62.2 210.7

Table 4. Video captioning results on Ego4d validation set (cooking
subset). Shot refers to the number of exocentric videos.

ing only a 0.468 CIDER score. In contrast, by leveraging
only one exocentric video as reference, the model demon-
strates a significant improvement across all metrics. The
captioning performance gradually improves as the number
of retrieved samples increases, indicating that the multi-
modal captioning model successfully leverages relevant vi-
sual and textual information from exocentric videos. This
observation aligns with prior studies on few-shot learn-
ing [1, 13, 44, 74]. Compared with refined caption, using
the original ASR transcript as the text input prompt leads to
a slight decrease in performance for LLaMA-based caption-
ing model (CIDER 1.665 vs. 1.768). We also re-implement
a prior egocentric video captioning model on our training
set, i.e., LaVILA-GPT2 [78]. Our retrieval-augmented cap-
tioning model outperforms LaViLA by a large margin.

Performance on EgoLearner. We evaluate the gener-
alisation ability of Egolnstructor by directly transferring
the model trained on Ego4d cooking subset to EgoLearner
cooking videos. As seen from Table 5, in the 0-shot sce-
nario, our captioning models fail to achieve satisfactory re-
sults, which can be attributed to the discrepancy between the
video and caption distribution of two datasets. In the 1-shot
scenario, a significant boost can be observed, demonstrat-

13531



1. ASR: Now i'm going to take some of the roasted red peppers
out of the jar.

L > | 7 3
2. ASR: I'll show you how to chop it up and i've got three serrano

peppers.
2. Refined: Show how to chop and use three serrano peppers.

GT Caption: #C C takes the pepper on the chop board.

Generated (w/o exo): #C C puts down the knife.
Generated (w/ exo): #C C picks up another pepper from the
cutting board.

GPT4-V: The man is chopping vegetables on a cutting board.

Retrieved third-person instructional videos
9 IS

[* g / t/&'_/ : W
e

I

oy

1. ASR: Then you can transfer it into an airtight container and
again it'll last about a week on your countertop.

1. Refined: Transfer the mixture to an airtight container and
store for up to a week.

N i B {
K CXy ek
gwi — n\

2. ASR: You just leave the bowl on the counter.
2. Refined: Leave the bowl on the counter.

GT Caption: #C C drops the bowl on the counter.
GPT4-V: The man is placing chopped vegetables into a bowl.
Generated (w/o exo): #C C puts the knife on the chopping

board.
Generated (w/ exo): #C C puts the bowl in the countertop.

Figure 5. Visualisation results. For each egocentric video, we show two retrieved third-person instructional videos and their original
ASR/refined captions. By leveraging retrieved exocentric samples, the generated captions capture correct actions and interacting objects.

ing that Egolnstructor effectively transfers knowledge from
retrieved exocentric videos to assist ego-video captioning,
achieving fast adaptation from Ego4d to EgoLearner. In
addition, we study two variants of retrieved samples: (1)
random selection and (2) ground-truth paired exocentric
videos. Table 5 reveals that using randomly selected videos
yields similar performance to 0-shot captioning, indicating
that random samples do not provide useful semantics, and
the model could be misled by irrelevant referenced videos.
In contrast, samples retrieved by our cross-view retriever
lead to a large gain of captioning performance, and using
GT paired exo-videos performs even better.

4.2.3 Qualitative Results

As shown in Fig. 5, we showcase the retrieved third-person
videos relevant to the given egocentric videos. As can be
seen from examples, the retrieved samples are generally as-
sociated with actions or objects present in the egocentric
videos. With the assistance of these third-person videos and
corresponding captions, the captioning model accurately
describes fine-grained objects in the video, such as “pepper”
or “bowl”. In contrast, the captioning model without third-
person video references generates less accurate descrip-
tions. These results demonstrate the effectiveness of our
Egolnstructor in leveraging retrieved third-person videos to
improve egocentric video captioning. We have also experi-
mented with the GPT4-Vision model [50]. Though GPT4-V
excels at detecting objects in the video, the generated cap-
tion is not precise due to the incorrect perception of interact-
ing objects. We include failure cases in the supplementary.

5. Conclusion

In this paper, we consider the problem of egocentric
video captioning, and present a retrieval-augmented model,

Model Shot BLEU-4 METEOR ROUGE-L CIDER
LaViLA-GPT2 [78] 0 1.6 6.9 17.5 8.5
LaViLA-GPT2-XL 0 1.7 6.9 17.5 7.8
LaViLA-LLaMA7B 0 1.5 8.2 17.3 8.5
Ours

LLaMA-7B 0 0.5 7.1 14.0 8.2
LLaMA-7B 1 24 12.0 22.6 204
LLaMA-7B (random) 1 0.8 7.1 17.3 52
LLaMA-7B (GT) 1 29 134 24.0 25.1
MPT-1B 0 0.6 7.0 15.6 6.5
MPT-1B 1 2.4 13.0 24.1 24.5
MPT-1B (random) 1 1.0 7.1 18.2 5.4
MPT-1B (GT) 1 32 15.3 26.1 07

Table 5. Zero-shot and one-shot video captioning results on

EgoLearner. All the models are trained on Ego4d cooking sub-
set and directly transferred to EgoLearner.

named Egolnstructor. It aims to retrieve semantically simi-
lar third-person instructional videos as references and gen-
erate captions for egocentric videos. We design a cross-
view visual representation alignment for retrieval, where
we train a cross-view retrieval module on automatically cu-
rated ego- and exo-video pairs. We propose a novel EgoEx-
oNCE loss for training retrieval module, which aligns ego-
and exo-video features to shared text features represent-
ing similar action semantics. Across seven benchmarks,
our retrieval module demonstrates strong zero-shot cross-
view and cross-modal retrieval ability. With the capabil-
ity of cross-view retrieval, quantitative and qualitative re-
sults show the benefits of leveraging exocentric videos to
enhance egocentric video captioning. In the future, we will
extend the model to solve diverse egocentic video tasks.
Acknowledgement This work is supported by National Science
and Technology Major Project (No. 2021ZD0114001), Nat-
ural Science Foundation of China (No. 62172101), the Sci-
ence and Technology Commission of Shanghai Municipality (No.
21511101000; No. 23511100602).
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