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Abstract

Recently, model merging techniques have surfaced as
a solution to combine multiple single-talent models into a
single multi-talent model. However, previous endeavors in
this field have either necessitated additional training or fine-
tuning processes, or require that the models possess the same
pre-trained initialization. In this work, we identify a com-
mon drawback in prior works w.r.t. the inconsistency of unit
similarity in the weight space and the activation space. To
address this inconsistency, we propose an innovative model
merging framework, coined as merging under dual-space
constraints (MuDSC). Specifically, instead of solely maxi-
mizing the objective of a single space, we advocate for the
exploration of permutation matrices situated in a region with
a unified high similarity in the dual space, achieved through
the linear combination of activation and weight similarity
matrices. In order to enhance usability, we have also in-
corporated adaptations for group structure, including Multi-
Head Attention and Group Normalization. Comprehensive
experimental comparisons demonstrate that MuDSC can sig-
nificantly boost the performance of merged models with var-
ious task combinations and architectures. Furthermore, the
visualization of the merged model within the multi-task loss
landscape reveals that MuDSC enables the merged model
to reside in the overlapping segment, featuring a unified
lower loss for each task. Our code is publicly available at
https://github.com/zju-vipa/training_free_model_merging.

1. Introduction
Great success has been achieved on various challenging tasks
in computer vision by using deep neural networks, and a
plethora of deep neural networks are developed and released
publicly, with either their architectures and trained parame-
ters (e.g., Pytorch Hub1, Hugging Hub2). These off-the-shelf

*Corresponding author.
1https://pytorch.org/hub/
2https://huggingface.co/HUB
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Figure 1. We use an intermediate layer of ResNet50 [16] to con-
struct two groups of units as two parents, and then merge them
pairwise. In the figure, each point represents a merged unit. The
x-axis and the y-axis denote the weight and activation similarity be-
tween their two parents respectively. The color indicates the smaller
activation similarity between them and their two parents. The star
depicts the best merged unit which is most activation-similar to its
parents. More details are provided in the supplementary material.

models are finely-tuned for a wide range of tasks, providing
users with substantial convenience. However, these mod-
els are restricted to the tasks they were trained on, and this
limitation poses significant challenges in terms of model stor-
age [11, 63] and computation as the parameters of models
continue to grow rapidly.

Given the abundance of well-trained models across vari-
ous tasks, numerous research studies propose the amalgama-
tion of multiple models into a single model that possesses
multiple functionalities simultaneously. The existing body of
literature can be broadly classified into two schools: training-
based knowledge amalgamation [7, 14, 20, 30, 31, 37, 45,
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46, 54, 56] and training-free model merging [18, 52, 53]. The
former is inspired by knowledge distillation and adopts the
outputs from multiple pretrained teachers to train a student
model, which amalgamates the knowledge from multiple
models into a single one. However, these methods usually re-
quire an additional expensive training process to facilitate the
transfer of knowledge from the teacher models to the student
model. In contrast, The latter fully utilize the parameters of
the pretrained models to construct the multi-talent model,
thereby avoiding additional training. The mainstream in-
volves constructing multi-task models by adding task vectors,
which are computed by subtracting the pre-trained model’s
parameter values from those of the fine-tuned model, to-
gether. However, these methods can only merge fine-tuned
models derived from the same pre-trained initialization, that
is an extremely limited prerequisites. Emerging work w.r.t.
unit matching [1, 22, 40, 44] shows promise to breaking
the extra-training and pre-training curse, which has already
reached zero-loss barriers in single-task model merging [1].
However, the permutation invariance [10], a cornerstone for
most unit matching methods, seems not applicable to merge
models from multiple tasks and leads to a poor artifact.

In this work, we have cast doubt upon the matched units
identified by existing unit matching algorithms. Reviewing
prior work, current unit matching methods either represent
units using weights or activation values [27]. Nonetheless,
using either weights or activation values as the matching
criterion is incomplete. In terms of weights, the weight
of a unit reflects its connection strength with the units in
the previous layer, but it cannot capture the information of
specific features (i.e. scale, offset) due to the absence of
input data. As shown in Fig. 1, there are many pairs of units
with highly similar weights but entirely different activation
values, leading to a significant change in the function of their
merged units. In terms of activations, it is compelling to
measure units by their activations since two models must
learn similar features to accomplish the same task [28], yet
the same task can be achieved by distinct parameters [12].
Moreover, a phenomenon is shown in Fig. 1 that the best-
merged unit is one whose parents simultaneously exhibits
high similarity in both weight and activation.

Motivated by this, we propose a concise and effective
model merging framework, termed merging under dual-
space constraints(MuDSC) to achieve a more precise match-
ing of relevant units. Specifically, the proposed MuDSC con-
strains the matching algorithm to find more suitable matches
by linearly combining the similarity matrix of representa-
tions of units in both activation space and weight space. For
the sake of rigor, we provide a formula derivation to prove
the equivalence of this approach with a linear combination
of optimization objectives in separate spaces. Moreover,
we devise a novel iterative algorithm that simultaneously
maximize the global similarity of matched units in both

weight space and activation space. In addition, we devise
two variant of matching algorithms proposed in [1] and [43]
to support the use of unit matching in networks with a group
structure i.e. ViT [9] and Group Normalization [50].

In summary, the key contributions of this paper are:
1. We highlight the inconsistency of unit similarity in weight

space and activation space, demonstrating through a
straightforward experiment the impact of this inconsis-
tency on model merging.

2. To take into account this inconsistency, we propose a
novel model merging framework MuDSC (Merging un-
der Dual-Space Constraints) that encourages both the
activation spaces and weight spaces between two models
be of high similarity.

3. We present a vigorous experimental study and show that
MuDSC can significantly boost the merged performance
in manifold multi-task scenarios for various architectures.
Further loss landscape visualization verifies that our so-
lution locates in the overlapping part with unified lower
loss of each task.

2. Related Work
Training-based model merging. In order to reuse trained
models and reduce the cost of training the new models from
scratch, Shen et al. [37] propose knowledge amalgamation
(KA), the goal of which is to learn a versatile student model
from multiple task-specific teachers, but it is only verified on
the comprehensive classification tasks. Following the knowl-
edge amalgamation, Ye et al. [56] validate the effectiveness
of KA in complex scenarios such as deep estimation and
scene analysis, and in another work [57], they customized
student models by amalgamating filtered knowledge from
different teachers, even surpassing the those teachers in cer-
tain cases. There are more learning strategies have been pro-
posed to enhance the performance [30, 31, 38] and usability
[14, 20, 21, 58, 61] of KA. Although the success achieved
by KA, a completely re-parameterized student model evi-
dently leads to inefficient model merging. In contrast, model
stitching [26] more efficiently leverages pre-trained models.
model stitching aims to “plug-in” the bottom layers of one
network into the top layers of another network, thus forming
a stitched network [2, 6]. For instance, Yang et al. [55]
introduce a novel two-stage strategy for reassembling cus-
tomized networks from a zoo of pre-trained models under
user-specified constraints, and Pan et al. [34] propose Stitch-
able Neural Networks for elastic deep learning by directly
utilising the pretrained model families in model zoo via
model stitching. Regrettably, the fine-tuning process is still
necessary for bridging the gaps between pre-trained blocks
in model stitching. Unlike KA and model stitching, we do
not involve any additional training or fine-tuning processes
in our merging methods.
Training-free model merging. Considering the data privacy
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and the costly retraining for expanding model capabilities, re-
cent efforts have sparked significant interest in exploring how
to merge models from multiple tasks into the single multi-
task model without additional training [18, 19]. Ilharco et
al. [18] present a paradigm for editing neural networks,
namely Task Arithmetic, that constructs multi-task models
with performing simple addition operations on task vectors.
Expanding on this groundwork, a series of work expand
the scope of the task arithmetic framework [62] or solve
the potential issues of task vector-based method [52, 53].
However, task vector-based methods can only be applied to
models fine-tuned from the same pre-trained initialization,
and this assumption severely restricts the applicability of
model merging. Fortunately, unit matching technologies
show promise in relaxing this assumption [1]. Guided by
the existence of the permutation symmetries of hidden units
in neural networks [4, 10, 13, 15, 17, 39, 44], unit matching
aims at mapping all models to the same basin by permutating
neuron units, Thought we find it widely applied for merg-
ing models in the single-task scenarios [1, 22, 40, 48, 59],
single-task zero-loss barrier merging [1] highlights the im-
mense potential of unit matching in combining models from
multiple task-specific tasks. Current unit matching methods
primarily consider two types of matching spaces [27]: one
is the activation space[1, 3, 28, 33, 40, 42–44], and the other
is the weight space [1, 24, 35, 48, 51, 59]. Nevertheless, we
demonstrate through a straightforward experiment that the
similarity of units in the activation space and weight space
is not always consistent, and these discrepancies manifest
various pros and cons during model merging. Furthermore,
simultaneously considering the similarity of models in both
weight space and activation space can offer potential advan-
tages in reducing merging barriers. Therefore, our method
simultaneously constrains unit matching in both the weight
space and activation space.

3. Methodology

In Sec. 3.1, we introduce a general procedure of merging
model via unit matching. Afterward, we provide the theoret-
ical basis for merging models under dual-space constraints
and then elaborate on how to merge models under dual-space
constraints in Sec 3.2. Two solutions for adaption to group
structures are presented in Sec. 3.3.

3.1. Preliminaries

Assume there are N pre-trained models in the same ar-
chitecture. The n-th model is parameterized by weights
tW

pnq

l uLl“1, where L represents the number of layers of the
models. Without loss of generality, we omit the bias term in
parameters and simply regard the model as MLP model, so
W

pnq

l P RDlDl´1 , where Dl and Dl´1 represent the number
of units in l-th layer and pl ´ 1q-th layer, respectively.

The main idea behind model merging revolves around
the fusion of units that exhibit significant similarity, aiming
to maximize the cumulative global similarity of the merged
units within each layer. The unit parameters after merg-
ing are obtained by averaging the unit parameters before
merging. The solution can be summarized as computing the
maximum-weighted matching of the graph, where the nodes
refer to the units and the edges refer to their similarities. The
goal is to find a subset of edges with the maximum weight,
and in which no node occurs more than N times. Formally,
in the l-th layer, let Cl P RpN ¨DlqpN ¨Dlq be the similarity
matrix of merging a pair of units in the N models, where
each element pClqi,j denotes the similarity of the i-th unit
and the j-th unit, i.e., the weights of edges as mentioned
above. Then the goal of model merging can be formulated
as follows:

argmax
Pl

L
ÿ

l“1

xCl,Ply, s.t.
N ¨Dl
ÿ

i“1

pPlqi,j ď N @ j,

pPlqi,j “ 1 ùñ pPlqi,k “ pPlqj,k,@ i, j, k

pPlqi,i “ 1 @ i.

(1)

Pl denotes the merging matrix which is symmetrical and
binary, and where pPlqi,j “ 1 represents that the i-th unit
and j-th unit are merged together. xX,Y y “

ř

i,j Xi,jY i,j

denotes the Frobenius inner product between real-valued
matrices X and Y .

To merge the similar units from different models, we can
construct a set of permutation matrices tP lu

L
l“1. Then the

merge operation can be formulated as follows:

W l
1

“
1

N

N
ÿ

n“1

pP
pnq

l qJW
pnq

l P
pnq

l´1, l P t1, 2, ..., Lu (2)

To clarify the relation between P
pnq

l and Pl, we define
P l “ P

p1q

l ˝ P
p2q

l ˝ ... ˝ P
pNq

l where P
pnq

l P RDlDl and
operation ˝ denotes concatenating the matrices in the first
dimension. Then P l can be straightforwardly derived from
Pl by removing duplicate columns of Pl because of the con-
straints of Eq. (1).

3.2. Merging under Dual-Space Constraints

As introduced in Section 1, prior works usually measure the
unit similarity within a single space (i.e. the activation space
or the weight space), resulting in inconsistencies between
the two spaces. In this work, we assess unit similarity by
considering similarities in both activation space and weight
space. In this study, we propose an innovative merging
framework that addresses disparities between models in both
the activation space and weight space. The fundamental
challenge lies in reconciling the distinctions between weight-
based matching and activation-based matching during the
matching procedure.
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Given the tAlu
L
l“1 and tZlu

L
l“1 as the representation

vectors of the l-th layer in the activation space and the weight
space, respectively, and with a balanced factor α P r0, 1s,
the expected objective can be written as follows:

argmax
Pl

α
L

ÿ

l“1

xCpZlq,Ply ` p1 ´ αq

L
ÿ

l“1

xCpAlq,Ply (3)

Here, C : RpN ¨DlqRl Ñ RpN ¨DlqpN ¨Dlq denote the function
that calculate the similarity matrix by Al or Zl. Specially,
Rl refers to the quantity of related paramaters when it comes
to Zl, or Rl training data points when it comes to Al. We
omit the constraint conditions here. Then we can re-express
Eq. (3) as follows:

argmax
Pl

L
ÿ

l“1

xαCpZlq ` p1 ´ αqCpAlq,Ply (4)

Manifestly, the aforementioned derivation demonstrates
that the dual-space constraints can be realized through a lin-
ear combination of the similarity matrices in both spaces.
This formulation presents an efficacious approach to address
unit matching under the dual-space constraints. The remain-
ing question is how to implement Eq. (4) in the matching
procedure. To this end, we delve into the solutions within
two distinct spaces.

In term of the activations, activation-based matching can
be solved in a single-pass. This procedure is described as:

P l “ ΨpCpAlqq, l P t1, 2, . . . , Lu (5)

Here, Ψp¨q is the function that derives the permutation matrix
by Eq. (1) from the similarity matrix.

In the realm of weight space, there are three distinct
perspectives on how to obtain representation vectors. One
viewpoint advocates the use of output vectors in the next
layer to represent the units [59]. Another approach leans
towards utilizing the weights of the current layer [41, 48].
An advanced solution involves considering all weights asso-
ciated with the layer, including those from the preceding and
subsequent layers. Such a method has achieved zero-loss
barriers in the merging of single-task models [1]. In our
work, we adopted the third method to obtain representations
of units in the weight space. Consequently, for n-th model,
the representation vectors in the l-th layer is conducted by:

Z
pnq

l “ W
pnq

l P
pnq

l´1}P
pnq

l`1pW
pnq

l`1qJ (6)

where } denote the operation which concatenates the given
matrices in the second dimension. Note that aforementioned
W l and Zl contain the units of all models in the l-th layer
like P l and can be expressed as W

p1q

l ˝ ... ˝ W
pNq

l and
Z

p1q

l ˝ ... ˝ Z
pNq

l , respectively.

Algorithm 1 MuDSC Merging

Require: The weights tW lu
L
l“1 and the activations

tAlu
L
l“1 of the models, the function for computing the

similarity matrix C, selected matching algorithm Ψ, the
balanced factor α. RP returns a random permutation of
the sequence.
for l “ 1, 2, . . . , L do
Cl

1
Ð CpAlq

P l Ð ΨpCl
1
q

end for
repeat

for l “ RP p1, 2, . . . , Lq do
Zl Ð υpP l´1,P l`1,W l,W l`1q

Cl
1

Ð αCpZlq ` p1 ´ αqCl
1

P l Ð ΨpCl
1
q

end for
until convergence
Get the merged weights tW 1

lu
L
l“1 by Eq. (2)

return tW 1
lu

L
l“1

There is a contradiction that a valid Zl for matching in
l-th layer requires the units in the pl ` 1q-th and pl ´ 1q-th
layers to reach the optimal match. This contradiction can
be resolved through an iterative algorithm, and its recursive
expression is as follows:

$

’

&

’

%

P 1
l “ I

Zl
t`1

“ υpP t
l´1,P

t
l`1,W

t
l ,W

t
l`1q

P t`1
l “ ΨpCpZl

t`1
qq

, (7)

where l P t1, 2, . . . , Lu and t P N`. When the number of
iterations approaches infinity, the model reaches its optimal
match in weight space. In Eq. (7), I is a permutation matrix
where the submatrix of each model is identity matrix. And
υp¨, ¨, ¨, ¨q is the function that applies permutation matrices
to the weights of all models by Eq. (6) and then concatenate
all the Z

pnq

l into Zl.
Afterwards, it is evident to implement the merging

method under the dual-space constraints based on Eq. (4).
We substitute Eq. (4) and Eq. (5) into Eq. (7), yielding:

$

’

&

’

%

P 1
l “ ΨpCpAlqq

Zl
t`1

“ υpP t
l´1,P

t
l`1,W

t
l ,W

t
l`1q

P t`1
l “ ΨpαCpZl

t`1
q ` p1 ´ αqCpAlqq

, (8)

Lastly, we present the overall procedure of our MuDSC
merging in Alg. 1. We further illustrate the convergence and
the complexity of Alg. 1 in the supplementary material.
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3.3. Adaptation to Group Structure

As mentioned previously, the abstractions of current match-
ing algorithm do not generalize to networks with the follow-
ing structure:
1. External Permutation Invariance: There are g separate

groups which can be permuted with each other. For in-
stance, Group Normalization [50] divides channels into
g groups and normalizes the features within each group.

2. Internal Permutation Invariance: Each of those g
groups contains k units which can be permuted. For
instance, the features within each group of Group Nor-
malization can be permuted.
This structure is commonly encountered within contempo-

rary neural network modules, in particularly Group Normal-
ization [50] and Multi-Head Attention [47]. Consequently
the application of matching algorithms will face significant
hindrance if they cannot adapt to this structure. Here, we
propose viable adaptation strategies for a alignment algo-
rithm based on linear sum assignment [1] (namely group
alignment) and the greedy algorithm used in zip operation
[43] (namely group zip).

Among them, group alignment first performs internal
alignment of pairwise groups and then conducts external
alignment based on the average similarity obtained from the
internal alignment. We provide an illustrative diagram in
Figure 2. While this algorithm has quadratic time complexity
when it comes to external matching, we have found this cost
to be acceptable for the application in our experiments. In
addition, it is worth noting that this algorithm is capable of
achieving a global optimal match.

Vanilla Linear Layer

Linear Layer (2 groups)

g=2, k=2

g=1, k=4

3. Align groups.2. Align units
within groups. 

0 1
/
/

: low / high similarity
: unmatched / matched

1. Calculate
the similarity. 

Figure 2. Left. Examples of vanilla structure and group struc-
ture.Right. An example of group alignment. First, we calculate the
similarity between units. Next, we compute permutation and then
calculate the average of matched similarity within each pairs of
groups. Finally, we compute permutation for each pairs of groups
and then set the permutation of unmatched pairs to zeros.

For group zip, unlike alignment-based approaches, zip
operation employs a greedy matching algorithm to merge
similar units. However, this method is challenging to ex-
tend to group merging. In response to this, we propose a
simplified matching scheme. We initially determine which
groups to merge together through a group matching strategy,
and then we "zip" these groups individually. As finding a

suitable grouping strategy is a challenging task, we did not
introduce a efficient grouping strategy in this work, leaving
the task for future work. In subsequent experiments, we
directly use the group matching results of the group align-
ment as the outcome of our grouping strategy, enabling a fair
performance comparison between the alignment methods
and the zip methods.

4. Experiments
We first validate the superiority of MuDSC to existing meth-
ods in merging models of homogenous tasks (i.e., classifi-
cation tasks with different sets of categories) on both the
small- and the large-scale datasets (Section 4.1). Then, we
verify the effectiveness of MuDSC in merging models of
heterogenous tasks (e.g., segmentation and classification)
with the pre-trained models released in Taskonomy[60] (Sec-
tion 4.2). Finally, we visualize multi-task loss landscape to
further demonstrate the superiority of MuDSC over prior
single-space methods (Section 4.3).

4.1. Merging Models of Homogeneous Tasks

4.1.1 Experimental Settings

Datasets and models The experiments are conducted on the
small-scale CIFAR-10 [23], CIFAR-100 [23] and the large-
scale ImageNet [8]. In the selection of models for merging,
we emphasize the initial state of the model and whether it has
a group structure i.e. Multi-Head Attention [9] and Group
Normalization [50]. These two aspects of configuration sig-
nificantly reflect the effectiveness and applicability of the
merging algorithm. For randomly initialized models, ResNet-
20 [16] and ResNet-20 with Group Normalization [50] are
selected. Additionally, we choose several pre-trained mod-
els from PyTorch Image Models (timm) [49], including
ResNet-26 [16], ResNet-50 with Group Normalization[50],
ViT-Small [9], DINO-Small [5] and Swin-Tiny [29].
Baselines. Our method is applied to two different types of
matching algorithms referred to as alignment-based match-
ing and zip-based matching. We compare our method with
the current state-of-the-art methods of these two types. For
alignment-based matching, the algorithm aligns the units
of all models with those of the first model among them [1].
We implement a alignment-based version of our method
MuDSCAlign and compare it with Git Rebasin [1]. Addi-
tionally, we incorporated an activation-based alignment algo-
rithm(abbreviated as A. Align). For zip-based matching, the
units from different models are “zipped” together in the same
layer which is referred to as zip operation [43]. Similarly,
we implement MuDSCZip based on zip operation, compar-
ing it to Zipit [43]and a weight-based variant(abbreviated as
W.Zip) implemented by us.
Experimental details. We randomly partition a classifi-
cation dataset into two non-overlapping sub-classification
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Model Resnet20 Resnet20GN
Dataset CIFAR100(50+50) CIFAR10(5+5) CIFAR100(50+50)
Method Joint Avg T. A T. B Joint Avg T. A T. B Joint Avg T. A T. B

Average 16.52 24.22 23.22 25.21 54.42 75.24 79.58 70.90 5.63 11.06 9.67 12.44
Rebasin 41.33 56.94 57.31 56.58 60.61 88.57 88.46 88.68 13.85 22.18 22.99 21.37
A. Align 44.33 61.13 61.61 60.66 61.71 89.21 88.63 89.78 29.37 42.05 41.05 43.05

MuDSCAlign 45.50 62.81 63.06 62.56 60.84 89.34 89.04 89.63 31.84 45.31 45.34 45.29
Zipit 54.69 66.78 67.11 66.44 82.44 94.61 94.22 95.00 29.93 41.20 39.99 42.41

W.Zip 55.16 67.65 68.58 66.71 82.85 94.71 94.42 94.99 14.28 20.95 19.17 22.72
MuDSCZip 56.01 68.13 68.80 67.47 83.09 94.88 94.56 95.21 30.05 41.52 40.39 42.65

Table 1. The joint accuracy and the per-task accuracy of the merged multitask model. Two original models are trained from scratch on two
subtasks of the same classification task. We emphasize the data achieving the best accuracy. Std is provided in the supplementary material.

Model Resnet26 Resnet50GN ViT
Method Joint Avg T. A T. B Joint Avg T. A T. B Joint Avg T. A T. B

Average 61.44 74.75 74.46 75.05 74.52 84.78 85.06 84.50 70.16 84.32 84.32 84.32
Rebasin 61.39 74.79 74.48 75.10 74.52 84.78 85.06 84.50 70.16 84.32 84.32 84.32
A. Align 61.91 75.41 75.03 75.79 74.44 84.77 84.99 84.56 69.99 84.22 84.20 84.24

MuDSCAlign 62.84 76.14 75.87 76.40 74.66 84.91 85.25 84.58 70.09 84.39 84.38 84.40
Zipit 60.23 73.68 73.20 74.17 72.05 82.99 83.06 82.92 68.57 83.05 82.79 83.30

W.Zip 61.28 74.69 74.42 74.96 74.52 84.78 85.06 84.50 70.16 84.32 84.32 84.32
MuDSCZip 61.58 75.01 74.61 75.41 74.71 84.88 85.14 84.62 70.10 84.38 84.41 84.36

Table 2. The joint accuracy and the per-task accuracy of the merged multitask model. Two original models that well-pretrained on ImageNet
are fintuned on two subtasks of CIFAR100. We emphasize the data achieving the best accuracy. Std is in the supplementary material.

Method Joint Acc Avg Acc T. A T. B

Average 44.85 62.31 61.93 62.68

Rebasin 44.85 62.31 61.93 62.68
A. Align 44.86 62.62 62.56 62.67

MuDSCAlign 44.87 62.66 62.57 62.74

Zipit 44.22 62.25 62.23 62.26
W.Zip 44.85 62.31 61.93 62.68

MuDSCZip 44.86 62.59 62.45 62.72

Table 3. Results on ImageNet400(200+200). Merging ResNet-50
models trained with DINO pretrained backbone on disjoint 200
category subsets (Task A and B) of ImageNet-1k.

tasks, trained respective models for each, and subsequently
merged the models into one. Then we evaluate performance
of merged model with joint accuracy and per-task accuracy.
Joint accuracy is the overall accuracy of a model when it
is evaluated on all classes within a combined dataset. It is
similar to a continual learning setting where our objective
is to enhance the knowledge of the model. For per-task ac-
curacy, we provided the accuracy of the merged multi-task
model on two individual tasks, along with their average per-

formance. Each model is trained with a CLIP-style loss [36]
using CLIP text encodings of the class names as targets. For
fair comparisons, we train 5 pairs of models and report the
average accuracy. Three zip-based methods share the best
hyperparameters (mentioned in [43]) on Zipit. In addition,
for each pair of models, we search the balance factor α of
MuDSC for the best per-task accuracy on the training data
and then apply it to test.

4.1.2 Results and Analysis

Results on CIFAR. We first test the performance of the
methods on merging randomly initialized models in Table
1. For experiments with Resnet20 on CIFAR100 and CI-
FAR10, the zip-based methods achieve relatively higher
merged accuracy than alignment-based methods and our
MuDSCZip achieve further improvements. In experiments
with Resnet20GN, MuDSCAlign outperform all methods
and significantly surpass the second-best method by 8.41%,
7.75%, 10.45%, 5.20% on joint accuracy and three per-task
accuracy. Secondly, we conduct the experiments on CI-
FAR100 with Resnet26, Resnet50GN and ViT all of which
are well-pretrained on ImageNet [8]. Unlike randomly ini-
tialized models, finetuned models exhibit a high similarity in
weight space as they are initialized with the same pretrained
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Method
Visual Task Weight Average Rebasin Act. Align MuDSCAlign Zipit Weight Zip MuDSCZip

Class Object 76.15 80.76 89.75 89.75 `0.00 84.84 80.93 86.04 `1.20

Segment Semantic 23.01 30.59 52.54 55.24 `2.69 32.51 33.77 36.22 `2.45

Rgb2depth 95.42 95.90 98.69 98.70 `0.01 99.30 99.07 99.35 `0.05

Rgb2mist 94.56 95.00 98.28 98.28 `0.00 99.08 98.59 99.15 `0.00

Edge3D 79.79 80.44 91.04 90.77 ´0.27 93.22 86.42 92.81 ´0.40

Edge2D 68.54 75.48 81.37 81.24 ´0.12 90.39 88.85 93.09 `2.69

Keypoints2D 71.33 75.89 81.99 82.30 `0.31 93.38 93.62 94.73 `1.11

Keypoints3D 91.54 91.99 96.16 96.17 `0.02 96.99 96.00 96.95 ´0.04

Reshading -4.72 8.52 60.23 61.85 `1.61 69.18 41.66 68.71 ´0.47

Rgb2sfnorm 26.62 29.43 65.46 65.56 `0.09 76.62 64.43 77.50 `0.88

Autoencoding 21.96 35.65 51.84 54.21 `2.37 86.55 77.58 87.99 `1.45

Denoising 33.92 33.57 52.37 54.40 `2.03 84.28 76.14 85.49 `1.22

Total Average 56.51 61.10 76.64 77.37 `0.73 83.86 78.09 84.84 `0.98

Table 4. The average scaled performance of multiple heterogenous-task models after merged with each other. We emphasize the data
achieving the best accuracy and the improvement of our methods.

model, making it challenging to discover better matching
results. As observed in Table 2, the results for W. Zip and
Rebasin are completely consistent with those of Average.
Another regrettable fact is that when merging finetuned mod-
els, activation-based methods perform even worse than direct
averaging. Fortunately, from Table 2, we can see that merg-
ing models under the dual-space constraints has overcome
the obstacles of the aforementioned single-space methods,
achieving further improvements in merged accuracy. Re-
sults of DINO-S and Swin-T (Table S7) also validate the
superiority of our method.
Results on ImageNet. To test our method on the large
scale data, we train 5 ResNet-50 models initialized with
DINO pretrained backbone [5] on disjoint 200 class subsets
of ImageNet-1k [8]. Then we conduct experiments on ex-
haustively merging pairs from the 5 models. As shown in
Tab. 3, the proposed MuDSC still surpasses existing meth-
ods, demonstrating its capability for model merging on the
large-scale data.

4.2. Merging Models of Heterogenous Tasks

4.2.1 Experimental Settings

Tasks and models. We adopt 12 pre-trained models from
Taskonomy [60] trained on various tasks (including Autoen-
coder, Denoise, Edge 2D, Edge 3D, Keypoint 2D, Keypoint
3D, Reshade, Rgb2depth, Rgb2mist, Rgb2sfnorm, Segmen-
tation, and Classification.). The architectures of these models
follows an encoder-decoder scheme, in which the encoder is
implemented by fully convolutional layers and the decoder
varies according to the tasks. Please refer to [60] for more
detailed information. In our experiments, only the encoders
of these models are adopted for merging.
Baselines and Metric. The settings of baselines are the

same as that of Sec. 4.1. In order to reflect the gap between
the merged model and the original model more intuitively,
we define a scaled performance of model θ, which is ex-
pressed as follows:

LSP “
Lθ ´ L0

L1 ´ L0
, (9)

where Lθ, L1 and L0 represent the original performance met-
rics for the model θ, the pretrained model and the average
estimator. Notably, when LSP approaches 1, the perfor-
mance of the model θ is similar to the pre-trained model, and
when LSP approaches 0, the performance of the model θ is
similar to the average value of the labels. In other words, we
aim for the performance of the merged model to be closer
to, or even better than 1. For the original performance, we
maintain consistency with [60] except for adopting error rate
in Segmentation, and we are unable to access any GAN loss
due to the lack of discriminators.

Experimental Details. We merge the adopted pretrained
models with each other and ultimately report the average
scaled performance per and all tasks for all merging methods.
Due to the remarkably large size of the complete Taskonomy
dataset, we conduct a reasonable sampling. For evaluation,
we used the test split of official partitioned tiny subset, which
contains 54513 samples, to evaluate the performance of the
models. In order to reset the batch normalization of models
and obtain the activations of the model, we sampled data
from training dataset, which included 8 buildings and a total
of 61520 samples. Additionally, the entire encoder is used
to match but only the layers before the last layer are merged.
In this experiment, we simply adopted 0.5 as the balanced
factor for our MuDSC.
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Figure 3. The loss landscape visualization of three zip-based methods(MuDSCZip, Zipit and W. Zip). Stars, squares, and diamond mark the
positions of the merged models, and black spots mark the positions of their parent models.

4.2.2 Results and Analysis

Tab. 4 provide a quantitative comparison between the pro-
posed MuDSC with existing works in scaled performance. It
can be easily seen that the MuDSC yields significantly supe-
rior performance to existing two types of matching methods.
In alignment-based algorithms, MuDSCAlign maintains or
surpasses the current SOTA in 83% of tasks, Furthermore,
in certain tasks i.e. Segment Semantic, Reshading, Autoen-
coding, and Denoise, MuDSCAlign brings improvements of
5.12%, 2.68%, 4.58%, and 3.88%, respectively. Similarly, in
zip-based methods, MuDSC outperforms the current SOTA
methods in 75% of tasks, with improvements exceeding 1%
in 8 tasks, notably achieving a remarkable 11.42% improve-
ment in the Segment Semantic task. Overall, regardless of
alignment-based methods and zip-based methods, MuDSC
brings significant improvements to both.

4.3. Loss Landscape Visualization

In this subsection, we demonstrate an example of how
MuDSC improves the zip-based method. We conduct vi-
sualizations on a multi-task experiment constructed with
MNIST [25]. Two binary classification tasks involve deter-
mining whether a sample is a prime number (i.e. Task A)
and whether a sample is odd (i.e. Task B). The architecture
of the model is a four-layer MLP and each model is trained
as CLIP image encoder. The results are reported at Tab. S1.
Then, we visualize merged models and their original mod-
els obtained by various methods onto a single diagram to
intuitively compare their differences in the flatness of the
loss landscape. To be more specific, we construct a set of
high-dimensional vectors obtained by flattening models’ pa-
rameters and use the PCA dimension reduction algorithm
[32] to generate the two-dimensional coordinates. In Fig. 3,
there are the average loss landscape, the loss landscape for
Task A, and the loss landscape for Task B from left to right.

Then we mark the positions of activation-based methods (i.e.
Zipit), weight-based methods, and MuDSCZip.

As shown in Fig. 3, in the average loss landscape, our
approach positions the merged model directly at the lowest
point of the basin, in contrast to the activation-based method
which places the merged model near the lowest point, and
the weight-based method, which positions the merged model
further away from the center of the basin. Then observe the
loss landscape of different tasks. Upon further examination
of the loss landscapes for different tasks, we observe that
MuDSC facilitates the matching algorithm to discover a set
of overlapping loss basins at lower points. This implies that
our approach can better balance the performance of different
tasks when merging for multi-task scenarios. Overall, with
the support of a more precise constraint, MuDSC achieves
an enhancement of the matching algorithm.

5. Conclusion
We introduce Merging under Dual-Space Constraints
(MuDSC) to balance the inconsistency of unit similarity
in weight space and activation space when merging models.
MuDSC linearly combines the similarity matrices both of
the weights and the activations of the units to seek a better
permutation matrix. We find experimentally that MuDSC
enhances the performance of the merged multi-task model
across various tasks and architecture. We conduct the visual-
ization of the merged model in the multi-task loss landscape
which shows that MuDSC makes the merged model locate
in the overlapping part with unified lower loss of each task.
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[6] Adrián Csiszárik, Péter Kőrösi-Szabó, Akos Matszangosz,
Gergely Papp, and Dániel Varga. Similarity and matching of
neural network representations. Advances in Neural Informa-
tion Processing Systems, 34:5656–5668, 2021. 2

[7] Marcus de Carvalho, Mahardhika Pratama, Jie Zhang, and
Yajuan Sun. Class-incremental learning via knowledge amal-
gamation. In Machine Learning and Knowledge Discovery
in Databases, pages 36–50, Cham, 2023. Springer Nature
Switzerland. 1

[8] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li
Fei-Fei. Imagenet: A large-scale hierarchical image database.
In 2009 IEEE Conference on Computer Vision and Pattern
Recognition, pages 248–255, 2009. 5, 6, 7

[9] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, Jakob Uszkoreit, and Neil Houlsby. An image is
worth 16x16 words: Transformers for image recognition at
scale. In International Conference on Learning Representa-
tions, 2021. 2, 5

[10] Rahim Entezari, Hanie Sedghi, Olga Saukh, and Behnam
Neyshabur. The role of permutation invariance in lin-
ear mode connectivity of neural networks. arXiv preprint
arXiv:2110.06296, 2021. 2, 3

[11] Chris Fifty, Ehsan Amid, Zhe Zhao, Tianhe Yu, Rohan Anil,
and Chelsea Finn. Efficiently identifying task groupings
for multi-task learning. Advances in Neural Information
Processing Systems, 34:27503–27516, 2021. 1

[12] Jonathan Frankle and Michael Carbin. The lottery ticket
hypothesis: Finding sparse, trainable neural networks. arXiv
preprint arXiv:1803.03635, 2018. 2

[13] K. Fukumizu and S. Amari. Local minima and plateaus

in hierarchical structures of multilayer perceptrons. Neural
Networks, 13(3):317–327, 2000. 3

[14] Shangde Gao, Yichao Fu, Ke Liu, and Yuqiang Han. Con-
trastive knowledge amalgamation for unsupervised image
classification. In Artificial Neural Networks and Machine
Learning – ICANN 2023, pages 192–204, Cham, 2023.
Springer Nature Switzerland. 1, 2

[15] Elisenda Grigsby, Kathryn Lindsey, and David Rolnick. Hid-
den symmetries of ReLU networks. In Proceedings of the
40th International Conference on Machine Learning, pages
11734–11760. PMLR, 2023. 3

[16] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 770–778, 2016. 1, 5

[17] Robert Hecht-Nielsen. On the algebraic structure of feedfor-
ward network weight spaces. In Advanced Neural Computers,
pages 129–135. North-Holland, Amsterdam, 1990. 3

[18] Gabriel Ilharco, Marco Tulio Ribeiro, Mitchell Wortsman,
Ludwig Schmidt, Hannaneh Hajishirzi, and Ali Farhadi. Edit-
ing models with task arithmetic. In The Eleventh International
Conference on Learning Representations, 2023. 2, 3

[19] Xisen Jin, Xiang Ren, Daniel Preotiuc-Pietro, and Pengxiang
Cheng. Dataless knowledge fusion by merging weights of
language models. In The Eleventh International Conference
on Learning Representations, 2023. 3

[20] Yongcheng Jing, Yiding Yang, Xinchao Wang, Mingli Song,
and Dacheng Tao. Amalgamating knowledge from het-
erogeneous graph neural networks. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), 2021. 1, 2

[21] Yongcheng Jing, Chongbin Yuan, Li Ju, Yiding Yang, Xin-
chao Wang, and Dacheng Tao. Deep graph reprogramming.
In CVPR, 2023. 2

[22] Keller Jordan, Hanie Sedghi, Olga Saukh, Rahim Entezari,
and Behnam Neyshabur. REPAIR: REnormalizing permuted
activations for interpolation repair. In The Eleventh Inter-
national Conference on Learning Representations, 2023. 2,
3

[23] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple
layers of features from tiny images. 2009. 5

[24] Thanh Chi Lam, Nghia Hoang, Bryan Kian Hsiang Low, and
Patrick Jaillet. Model fusion for personalized learning. In
Proceedings of the 38th International Conference on Machine
Learning, pages 5948–5958. PMLR, 2021. 3

[25] Yann LeCun, Corinna Cortes, and CJ Burges. Mnist
handwritten digit database. ATT Labs [Online]. Available:
http://yann.lecun.com/exdb/mnist, 2, 2010. 8

[26] Karel Lenc and Andrea Vedaldi. Understanding image repre-
sentations by measuring their equivariance and equivalence.
In Proceedings of the IEEE conference on computer vision
and pattern recognition, pages 991–999, 2015. 2

[27] Weishi Li, Yong Peng, Miao Zhang, Liang Ding, Han Hu,
and Li Shen. Deep model fusion: A survey. arXiv preprint
arXiv:2309.15698, 2023. 2, 3

[28] Yixuan Li, Jason Yosinski, Jeff Clune, Hod Lipson, and
John Hopcroft. Convergent learning: Do different neural

5923



networks learn the same representations? arXiv preprint
arXiv:1511.07543, 2015. 2, 3

[29] Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng
Zhang, Stephen Lin, and Baining Guo. Swin transformer:
Hierarchical vision transformer using shifted windows. In
Proceedings of the IEEE/CVF international conference on
computer vision, pages 10012–10022, 2021. 5

[30] Sihui Luo, Xinchao Wang, Gongfan Fang, Yao Hu, Dapeng
Tao, and Mingli Song. Knowledge amalgamation from hetero-
geneous networks by common feature learning. In Proceed-
ings of the 28th International Joint Conference on Artificial
Intelligence (IJCAI), 2019. 1, 2

[31] Sihui Luo, Wenwen Pan, Xinchao Wang, Dazhou Wang, Hai-
hong Tang, and Mingli Song. Collaboration by competition:
Self-coordinated knowledge amalgamation for multi-talent
student learning. In European Conference on Computer Vi-
sion, 2020. 1, 2
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