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Abstract

Diffusion probabilistic models (DPMs) have shown re-
markable performance in high-resolution image synthesis,
but their sampling efficiency is still to be desired due to the
typically large number of sampling steps. Recent advance-
ments in high-order numerical ODE solvers for DPMs have
enabled the generation of high-quality images with much
fewer sampling steps. While this is a significant devel-
opment, most sampling methods still employ uniform time
steps, which is not optimal when using a small number
of steps. To address this issue, we propose a general
framework for designing an optimization problem that seeks
more appropriate time steps for a specific numerical ODE
solver for DPMs. This optimization problem aims to mini-
mize the distance between the ground-truth solution to the
ODE and an approximate solution corresponding to the
numerical solver. It can be efficiently solved using the
constrained trust region method, taking less than 15 sec-
onds. Our extensive experiments on both unconditional and
conditional sampling using pixel- and latent-space DPMs
demonstrate that, when combined with the state-of-the-art
sampling method UniPC, our optimized time steps signifi-
cantly improve image generation performance in terms of
FID scores for datasets such as CIFAR-10 and ImageNet,
compared to using uniform time steps.1

1. Introduction
Diffusion Probabilistic Models (DPMs), as referenced in
various studies [15, 43, 46], have garnered significant at-
tention for their success in a wide range of generative tasks.
These tasks include, but are not limited to, image synthesis
[11, 16, 40], video generation [3, 17], text-to-image con-
version [36, 39, 41], and speech synthesis [24, 45]. Cen-
tral to the operation of DPMs is a dual-process mecha-

*Corresponding author. The work was done when the author worked at
Huawei Noah’s Ark Lab.

1Code is available at https://github.com/scxue/DM-
NonUniform

nism: a forward diffusion process incrementally introduces
noise into the data, while a reverse diffusion process is em-
ployed to reconstruct data from this noise. Despite their su-
perior performance in generation tasks when compared to
alternative methodologies like Generative Adversarial Net-
works (GANs) [13] or Variational Autoencoders (VAEs)
[21], DPMs require a considerable number of network func-
tion evaluations (NFEs) [15], which is a notable computa-
tional limitation for their broader application.

The scholarly pursuit to enhance the sampling efficiency
of DPMs bifurcates into two distinct categories: methods
that require additional training of the DPMs [33–35, 42, 47,
49, 50, 52] and those that do not [2, 18, 19, 31, 44, 53, 55].
This paper focuses on the latter training-free methods, aim-
ing to improve the sampling efficiency of DPMs. Con-
temporary training-free samplers utilize efficient numerical
schemes to solve the diffusion Stochastic Differential Equa-
tions (SDEs) or Ordinary Differential Equations (ODEs).
While introducing stochasticity in diffusion sampling has
been shown to achieve better quality and diversity [53],
ODE-based sampling methods are superior when the sam-
pling steps are fewer. For example, Song et al. [44] pro-
vide an empirically efficient solver DDIM. Zhang and Chen
[54] and Lu et al. [31] point out the semi-linear structure
of diffusion ODEs, and develop higher-order ODE sam-
plers based on it. Zhao et al. [55] further improve these
samplers in terms of NFEs by integrating the mechanism
of the predictor-corrector method. Due to its better effi-
ciency, sampling from diffusion ODE has been predomi-
nantly adopted. Quality samples can be generated within
as few as 10 steps. However, state-of-the-art ODE-based
samplers are still far from optimal. How to further improve
efficiency is an active field of research.

In this paper, we focus on another important but less
explored aspect of diffusion sampling, the discretization
scheme for time steps (sampling schedule). Our main con-
tributions are summarized as follows:
• Motivated by classic assumptions on score approximation

adopted in relevant theoretical works on DPMs, we pro-
pose a general framework for constructing an optimiza-
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tion problem with respect to time steps, in order to min-
imize the distance between the ground-truth solution and
an approximate solution to the corresponding ODE. The
parameters for the optimization problem can be easily ob-
tained for any explicit numerical ODE solver. In partic-
ular, we allow the numerical ODE solver to have vary-
ing orders in different steps. The optimization problem
can be efficiently solved using the constrained trust re-
gion method, requiring less than 15 seconds.

• We construct the optimization problem with respect to
time steps for DPM-Solver++ [32] and UniPC [55],
which are recently proposed high-order numerical solvers
for DPMs. Extensive experimental results show that our
method consistently improves the performance for both
unconditional sampling and conditional sampling in both
pixel and latent space diffusion models. For example,
when combined with UniPC and only using 5 neural func-
tion evaluations (NFEs), the time steps found by our op-
timization problem lead to an FID of 11.91 for uncon-
ditional pixel-space CIFAR-10 [23], an FID of 10.47 on
conditional pixel-space ImageNet [10] 64x64, and an FID
of 8.66 on conditional latent-space ImageNet 256x256.

2. Related Work
Training-based Methods Training-based methods,
e.g., knowledge distillation [33–35, 42], learning-to-
sample [50], integration with GANs [49, 52], and learning
the consistency of diffusion ODE [47], have the potential
to sampling for one or very few steps to enhance the
efficiency. However, they lack a plug-and-play nature
and require substantial extra training, which greatly limits
their applicability across diverse tasks. We mainly focus
on the training-free methods in this paper. Nevertheless,
our investigation for the optimal sampling strategy can be
orthogonally combined with training-based methods to
further boost the performance.

Adaptive Step Size Adaptive step size during diffusion
sampling has also been explored. It’s widely used in nu-
merical solutions of ordinary differential equations the er-
rors of the method. Jolicoeur-Martineau et al. [18] designed
an adaptive step size via a lower-order and a higher-order
method. Lu et al. [31] also proposes an adaptive step sched-
ule using a similar method. Gao et al. [12] propose fast sam-
pling through the restricting backward error schedule based
on dynamically moderating the long-time backward error.
However, the empirical performances of these methods in a
few steps can still be improved.

Learning to Schedule Most related to our work is a line
of research that also aims to find the optimal time sched-
ule. Watson et al. [50] use dynamic programming to dis-

cover the optimal time schedule with maximum Evidence
Lower Bound (ELBO). Wang et al. [48] leverage reinforce-
ment learning method to search a sampling schedule. Liu
et al. [30] design a predictor-based search algorithm to opti-
mize both the sampling schedule and decide which model to
sample from at each step given a set of pre-trained diffusion
models. Xia et al. [51] propose to train a timestep aligner
to align the sampling schedule. Li et al. [27] propose to
utilize the evolution algorithm to search over the space of
sampling schedules in terms of FID score. In comparison,
our method has negligible computational cost compared to
the learning-based method.

3. Preliminary
In this section, we provide introductory discussions about
diffusion models and the commonly-used discretization
schemes for time steps.

3.1. Diffusion Models

In the regime of the continuous SDE, DPMs [15, 22, 43, 46]
construct noisy data through the following linear SDE:

dxt = f(t)xtdt+ g(t)dwt, (1)

where wt ∈ RD represents the standard Wiener process,
and f(t)xt and g(t) denote the drift and diffusion coef-
ficients respectively. In addition, for any t ∈ [0, T ], the
distribution of xt conditioned on x0 is a Gaussian distribu-
tion with mean vector α(t)x0 and covariance matrix σ2(t)I,
i.e., xt|x0 ∼ N (α(t)x0, σ

2(t)I), where positive functions
α(t) and σ(t) are differentiable with bounded derivatives,
and are denoted as αt and σt for brevity. Let qt denote the
marginal distribution of xt, and q0t be the distribution of
xt conditioned on x0. The functions αt and σt are chosen
such that qT closely approximate a zero-mean Gaussian dis-
tribution with covariance matrix σ̃2I for some σ̃ > 0, and
the signal-to-noise-ratio (SNR) α2

t /σ
2
t is strictly decreasing

with respect to t. Moreover, to ensure that the SDE in (1)
hase the same transition distribution q0t for xt conditioned
on x0, f(t) and g(t) need to be dependent on αt and σt in
the following form:

f(t) =
d logαt

dt
, g2(t) =

dσ2
t

dt
− 2

d logαt

dt
σ2
t . (2)

Anderson [1] establishes a pivotal theorem that the forward
process (1) has an equivalent reverse-time diffusion pro-
cess (from T to 0) as in the following equation, so that
the generating process is equivalent to solving the diffusion
SDE [15, 46]:

dxt =
[
f(t)xt − g2(t)∇x log qt(xt)

]
dt+ g(t)dw̄t, (3)

where w̄t represents the Wiener process in reverse time, and
∇x log qt(x) is the score function.
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Moreover, Song et al. [46] also show that there exists
a corresponding deterministic process whose trajectories
share the same marginal probability densities qt(x) as those
of (3), thus laying the foundation of efficient sampling via
numerical ODE solvers [31, 55]:

dxt =

[
f(t)xt −

1

2
g2(t)∇x log qt(xt)

]
dt. (4)

We usually train a score network sθ(x, t) parameterized by
θ to approximate the score function ∇x log qt(x) in (3) by
optimizing the denoising score matching loss [46]:

L = Et

{
ω(t)Ex0,xt

[∥∥sθ(xt, t)−∇x log q0t(xt|x0)
∥∥2
2

]}
,

(5)
where ω(t) is a weighting function. In practice, two meth-
ods are commonly used to reparameterize the score net-
work [22]. The first approach utilizes a noise prediction
network ϵθ such that ϵθ(x, t) = −σtsθ(x, t), and the sec-
ond approach employs a data prediction network xθ such
that xθ(x, t) = (σ2

t sθ(x, t) + x)/αt. In particular, for the
data prediction network xθ, based on score approximation
and (2), the reverse ODE in (4) can be expressed as2

dxt

dt
=

d log σt

dt
xt +

αtd log
αt

σt

dt
xθ(xt, t), (6)

with the initial vector xT being sampled from N (0, σ̃2I).

3.2. Discretization Schemes

As mentioned above, we can numerically solve a reverse
ODE such as (6) to perform the task of sampling from dif-
fusion models. Different numerical methods are then em-
ployed to approximately solve the ODE, for which the time
interval [ϵ, T ] needs to be divided into N sub-intervals for
some positive integer N using N + 1 time steps T = t0 >
t1 > . . . > tN = ϵ.3 Let λt = log(αt/σt) denote the
one half of the log-SNR. Popular discretization schemes for
the time steps include the i) uniform-t scheme, ii) uniform-
λ scheme [31], and the discretization strategy used in [19],
which we refer to as the EDM scheme.

More specifically, for the uniform-t scheme, we split the
interval [ϵ, T ] uniformly and obtain

tn = T +
n

N
(ϵ− T ) for n = 0, 1, . . . , N. (7)

Note that since λt is a strictly decreasing function of t, it
has an inverse function tλ(·). For the uniform-λ scheme,

2Throughout this work, we focus on the case of using a data prediction
network xθ . For the case of using a noise prediction network ϵθ , we can
utilize the formula xθ(x, t) =

x−σtϵθ(x,t)
αt

to transform it into the data
prediction network.

3Practically, it is typical to use end time t = ϵ > 0 instead of t = 0 to
avoid numerical issues for small t, see [31, Appendix D.1]. The parameter
ϵ is assumed to be fixed in our work. For the proper selection of ϵ, the
reader may refer to prior works such as [20].

we split the interval [λϵ, λT ] uniformly, and convert the λ
values back to t values. That is, we have

tn = tλ

(
λT +

n

N
(λϵ − λT )

)
for n = 0, 1, . . . , N. (8)

In addition, Karras et al. [19] propose to do a variable sub-
stitution κt =

σt

αt
, which is the reciprocal of the square root

of SNR. For the EDM scheme, they propose to uniformly

discretize the κ
1
ρ

t for some positive integer ρ, i.e.,

tn = tκ

((
κ

1
ρ

T +
n

N
(κ

1
ρ
ϵ − κ

1
ρ

T )

)ρ)
for n = 0, 1, . . . , N,

(9)
where tκ(·) denotes the inverse function of κt, which is
guaranteed to exist as κt is strictly increasing with respect
to t. Karras et al. [19] performed some ablation studies and
suggested to set the parameter ρ = 7 in their experiments.

While the discretization scheme plays an important role
in the numerical solvers, the above-mentioned schemes
have been widely employed for convenience, leaving a sig-
nificant room of improvements.

4. Problem Formulation
Recall that λt = log(αt/σt) is strictly decreasing with re-
spect to t, and it has an inverse function tλ(·). Then, the
term xθ(xt, t) in (6) can be written as xθ(xtλ(λ), tλ(λ)) =
x̂θ(x̂λ, λ). Let f(λ) = x̂θ(x̂λ, λ). For the fixed starting
time of sampling T and end time of sampling ϵ, the integral
formula [32, Eq. (8)] gives the exact solution to the ODE
in (6) at time ϵ:

xϵ =
σϵ

σT
xT + σϵ

∫ λϵ

λT

eλf(λ)dλ.

However, f(λ) is a complicated neural network function
and we cannot take the above integral exactly. Instead, we
need to choose a sequence of time steps T = t0 > t1 >
. . . > tN = ϵ to split the integral as N parts and appro-
priately approximate the integral in each part separately. In
particular, for any n ∈ {1, 2, . . . , N} and a positive inte-
ger kn ≤ n, a kn-th order explicit method for numerical
ODE typically uses a (kn − 1)-th degree (local) polyno-
mial Pn;kn−1(λ) that involves the function values of f(·) at
the points λn−kn , λn−kn+1, . . . , λn−1 to approximate f(λ)
within the interval [λtn−1 , λtn ]. That is, the polynomial
Pn;kn−1(λ) can be expressed as

Pn;kn−1(λ) =

kn−1∑
j=0

ℓn;kn,j(λ)f(λn−kn+j), (10)

where ℓn;kn,j(λ) are certain (kn−1)-th degree polynomials
of λ.
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Remark 1. If setting Pn;kn−1(λ) to be the
Lagrange polynomial with interpolation points
λn−kn

, λn−kn+1, . . . , λn−1, we obtain

ℓn;kn,j(λ) :=

kn−1∏
i=0,i̸=j

λ− λn−kn+i

λn−kn+j − λn−kn+i
. (11)

We note that such an approximation has been essentially
considered in the UniPC method proposed in [55], if not
using the corrector and a special trick for the case of kn =
2.4 In addition, a similar idea was considered in [54] with
using local Lagrange polynomials to approximate eλf(λ).

Or alternatively, Pn;kn−1(λ) may be set as the poly-
nomial corresponding to the Taylor expansion of f(λ) at
λn−1, as was done in the works [31, 32]. That is,

Pn;kn−1(λ) =

kn−1∑
j=0

f (j)(λn−1)
(λ− λn−1)

j

j!
, (12)

where f (j)(λn−1) can be further approximated using the
neural function values at λn−kn

, λn−kn+1, . . . , λn−1 [32].
In particular, if letting hn = λn+1 − λn for any n ∈ [N ],
we have for j = 1 that f (j)(λn−1) ≈ f(λn−1)−f(λn−2)

hn−2
and

for j = 2 that f (j)(λn−1) ≈ 2
hn−2(hn−2+hn−3)

f(λn−1) −
2

hn−2hn−3
f(λn−2)+

2
hn−3(hn−2+hn−3)

f(λn−3). Therefore,
we observe that Taylor expansion will also give local poly-
nomials Pn;kn−1(λ) that are of the form in (10), although
they will be slightly different with those for the case of using
Lagrange approximations.

Based on (10), we obtain an approximation of xϵ as fol-
lows:

xϵ =
σϵ

σT
xT + σϵ

N∑
n=1

∫ λtn

λtn−1

eλf(λ)dλ (13)

≈ σϵ

σT
xT + σϵ

N∑
n=1

∫ λtn

λtn−1

eλPn;kn−1(λ)dλ (14)

=
σϵ

σT
xT + σϵ

N∑
n=1

∫ λtn

λtn−1

eλ
( kn−1∑

j=0

ℓn;kn,j(λ)f(λn−kn+j)
)
dλ

(15)

=
σϵ

σT
xT + σϵ

N∑
n=1

kn−1∑
j=0

wn;kn,jf(λn−kn+j) (16)

:= x̃ϵ, (17)

where

wn;kn,j =

∫ λtn

λtn−1

eλℓn;kn,j(λ)dλ. (18)

4While the iterative formula in [55] appears to be different, we have nu-
merically calculated that (11) leads to the same coefficients for the neural
function values as those for [55].

It is worth noting that we would expect that the weights
wn;kn,j satisfy the following

kn−1∑
j=0

wn;kn,j = eλn − eλn−1 (19)

for all n ∈ {1, 2, . . . , N} since for the simplest case that
f(λ) is a vector of all ones, its approximation Pn;kn−1(λ)
should also be a vector of all ones, and then (19) follows
from (14) and (16). The condition in (19) can also be easily
verified to hold for the case of using Lagrange and Taylor
expansion polynomials discussed in Remark 1.

For the vector x̃ϵ defined in (17), since our goal is to find
an estimated vector that is close to the ground-truth solution
x0, a natural question is as follows:

Question: Can we design the time steps t1, t2, . . . , tN−1

(or equivalently, λt1 , λt2 , . . . , λtN−1
) such that the distance

between the ground-truth solution x0 and the approximate
solution x̃ϵ is minimized?

Remark 2. The definition of x̃ϵ in (17) is fairly general
in the sense that for any explicit numerical ODE solver
with corresponding local polynomials Pn;kn−1(λ) of the
form (10), we can easily calculate all the weights wn;kn,j

via (18). In particular, we allow the (local) orders kn to
vary with respect to n to encompass general cases for high-
order numerical solvers. For example, for a third-order
method, we have kn = 1 for n = 1, kn = 2 for n = 2,
and kn = 3 for n ≥ 3. The varying kn can also handle the
customized order schedules tested in [55].

5. Analysis and Method
To partially answer the question presented in Section 4, we
follow relevant theoretical works [4, 6–9, 25, 26, 37] to
make the following assumption on the score approximation.

Assumption 1. For any t ∈ {t0, t1, . . . , tN}, the error in
the score estimate is bounded in L2(qt):

∥∇x log qt − sθ(·, t)∥2L2(qt)

= Eqt

[
∥∇x log qt(x)− sθ(x, t)∥2

]
≤ η2ε2t ,

where η > 0 is an absolute constant.

More specifically, εt can be set to be 1 in the corre-
sponding assumptions in [7, 8, 25], and εt can be set to
be 1

σ2
t

in [26, Assumption 1]. Based on Assumption 1 and
the transform between score network sθ and data prediction
network xθ [22], we obtain the following lemma.

Lemma 1. For any x0 ∼ q0 and P0 ∈ (0, 1), with prob-
ability at least 1 − P0, the following event occurs: For all
t ∈ {t0, t1, . . . , tN} and xt ∼ qt, we have

∥xθ(xt, t)− x0∥ ≤ η̃ε̃t,
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where η̃ :=
√

N+1
P0

η and ε̃t :=
εtσ

2
t

αt
.

Proof. For any u > 0 and any t ∈ {t0, t1, . . . , tN}, by the
Markov inequality, we obtain

P(∥∇x log qt(xt)− sθ(xt, t)∥ > u)

= P(∥∇x log qt(xt)− sθ(xt, t)∥2 > u2) (20)

≤
Eqt

[
∥∇x log qt(xt)− sθ(xt, t)∥2

]
u2

(21)

≤ η2ε2t
u2

, (22)

where (22) follows from Assumption 1. Taking a union
bound over all t ∈ {t0, t1, . . . , tN}, we obtain that with
probability at least 1 − (N+1)η2ε2t

u2 , it holds for all t ∈
{t0, t1, . . . , tN} that

∥∇x log qt(xt)− sθ(xt, t)∥ ≤ u. (23)

Using the transforms ∇x log qt(xt) = αtx0−xt

σ2
t

and

sθ(xt, t) = αtxθ(xt,t)−xt

σ2
t

[22], we derive that with prob-

ability at least 1 − (N+1)η2ε2t
u2 , it holds for all t ∈

{t0, t1, . . . , tN} that

∥x0 − xθ(xt, t)∥ ≤ σ2
t

αt
u. (24)

Setting u =
√

N+1
P0

ηεt, we obtain the desired result.

Note that we have ε̃t =
σ2
t

αt
for the case that εt = 1, and

ε̃t =
1
αt

for the case that εt = 1
σ2
t

. Additionally, motivated
by the training objective for the data prediction network that
aims to minimize αt

σt
∥x0−xθ(xt, t)∥ for x0 ∼ q0 and xt ∼

qt [42], it is also natural to consider the case that ε̃t = σt

αt
.

Therefore, in our experiments, we will set ε̃t as σp
t

αt
for some

non-negative integer p.
Based on Lemma 1, we establish the following theorem,

which provides an upper bound on the distance between the
ground-truth solution x0 and the approximate solution x̃ϵ

defined in (17).

Theorem 1. Let the approximate solution x̃ϵ be defined as
in (17) with f(λ) = x̂θ(x̂(λ), λ) and the weights wn;kn,j

satisfying (19). Suppose that Assumption 1 is satisfied for
the score approximation. Then, for any P0 ∈ (0, 1), we
have with probability at least 1− P0 that

∥x̃ϵ − x0∥ ≤
∥∥∥∥ σϵ

σT
xT + σϵ

(
eλϵ − eλT

)
x0 − x0

∥∥∥∥
+ σϵη̃

N−1∑
i=0

ε̃ti ·
∣∣∣ ∑
n−kn+j=i

wn;kn,j

∣∣∣, (25)

where η̃ :=
√

N+1
P0

η and ε̃t :=
εtσ

2
t

αt
.

Proof. From Lemma 1, we have with probability at least
1 − P0, it holds for all n ∈ {0, 1, . . . , N} that f(λtn) can
be written as

f(λtn) = x̂θ(x̂λtn
, λtn) = xθ(xtn , tn) (26)

= x0 + ξtn , (27)

where ξtn satisfies ∥ξtn∥ ≤ η̃ε̃tn . Then, we obtain

x̃ϵ =
σϵ

σT
xT + σϵ

N∑
n=1

kn−1∑
j=0

wn;kn,jf(λtn−kn+j
) (28)

=
σϵ

σT
xT + σϵ

N∑
n=1

kn−1∑
j=0

wn;kn,j(x0 + ξtn−kn+j
) (29)

=
σϵ

σT
xT + σϵ

N∑
n=1

kn−1∑
j=0

wn;kn,jx0

+ σN

N∑
n=1

kn−1∑
j=0

wn;kn,jξtn−kn+j
(30)

=
σϵ

σT
xT + σϵ

N∑
n=1

(
eλn − eλn−1

)
x0

+ σN

N∑
n=1

kn−1∑
j=0

wn;kn,jξtn−kn+j
(31)

=
σϵ

σT
xT + σϵ(e

λϵ − eλT )x0 + σN

N−1∑
i=0

∑
n−kn+j=i

wn;kn,jξti ,

(32)

where (29) follows from (27), (31) follows from (19),
and (32) follows from the condition that j + 1 ≤ kn ≤ n.
Therefore, from the triangle inequality, we have

∥x̃ϵ − x0∥ ≤
∥∥∥∥ σϵ

σT
xT + σϵ(e

λϵ − eλT )x0 − x0

∥∥∥∥
+ σϵ

N−1∑
i=0

∣∣∣ ∑
n−kn+j=i

wn;kn,j

∣∣∣∥ξti∥ (33)

≤
∥∥∥∥ σϵ

σT
xT + σϵ(e

λϵ − eλT )x0 − x0

∥∥∥∥
+ σϵη̃

N−1∑
i=0

ε̃ti ·
∣∣∣ ∑
n−kn+j=i

wn;kn,j

∣∣∣, (34)

which gives the desired upper bound.

The starting time of sampling T and the end time of
sampling ϵ are fixed, and we typically have σϵ ≈ 0 and
αT ≈ 0. Then, the first term in the upper bound of (25)
will be fixed and small. Note that {λtn}Nn=0 needs to be
a monotonically increasing sequence. Additionally, since
η̃ is a fixed positive constant, we observe from (25) that
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Algorithm 1 Finding the time steps via (35)
Input: Number of time steps N , initial time of sampling
T , end time of sampling ϵ, any sampling algorithm that
is characterized by local polynomials Pn;kn−1(λ) of the
form (10), the function ε̃t :=

σp
t

αt
with a fixed positive

integer p for score approximation, the initial values of
λt1 , . . . , λtN−1

1: Set λt0 = λT and λtN = λϵ and calculate ε̃ti for
i = 0, 1, . . . , N − 1
2: Calculate the weights wn;kn,j from (18)
3: Solve the optimization problem in (35) via the con-
strained trust region method
Output: Optimized λ (or equivalently, time) steps
λ̂t1 , . . . , λ̂tN−1

we should choose appropriate λt1 , λt2 , . . . , λtN−1
(which

lead to the corresponding time steps t1, t2, . . . , tN−1) such
that

∑N−1
i=0 ε̃ti ·

∣∣∑
n−kn+j=i wn;kn,j

∣∣ is minimized, which
gives the following optimization problem:

min
λt1

,...,λtN−1

N−1∑
i=0

ε̃ti ·
∣∣ ∑
n−kn+j=i

wn;kn,j

∣∣
s.t. λtn+1

> λtn , for n = 0, 1, . . . , N − 1,
(35)

where λt0 = λT and λtN = λϵ are fixed. Note that both
ε̃ti and wn;kn,j are functions dependent on λt1 , . . . , λtN−1

.
More specifically, for any sampling algorithm that uses
the local approximation polynomials Pn;kn−1(λ) of the
form (10), the weights wn;kn,j can be easily calculated
from (18). In addition, as mentioned above, we can set ε̃ti to

be
σp
ti

αti
for some non-negative integer p,5 which can be rep-

resented as a functions of λti . Furthermore, the optimiza-
tion problem in (35) can be approximately solved highly
efficiently using the constrained trust region method.6 Our
method is summarized in Algorithm 1.

6. Experiments
In this section, we demonstrate the effectiveness of our
method combined with the currently most popular ODE
solvers DPM-Solver++ [32] and UniPC [55] 7 for the case

5We find in the experiments that setting p = 1 is a good choice for
pixel-space generation, and setting p = 2 is appropriate for latent-space
generation.

6Such an algorithm has been implemented in standard Python
libraries such as scipy. See https : / / docs . scipy . org /
doc/scipy/tutorial/optimize.html#defining-linear-
constraints.

7We observe from the experiments that our optimized time steps work
effectively for UniPC, although the optimization problem does not take the
corrector of UniPC into account, which corresponds to implicit numerical
ODE solvers.

of using 5 ∼ 15 neural function evaluations (NFEs) with
extensive experiments on various datasets. The order is 3
for both DPM-Solver++ and UniPC. We use Fenchel Incep-
tion Distance (FID) [14] as the evaluation metric to show
the effectiveness of our method. Unless otherwise speci-
fied, 50K images are sampled for evaluation. The experi-
ments are conducted on a wide range of datasets, with image
sizes ranging from 32x32 to 512x512. We also evaluate the
performance of various previous state-of-the-art pre-trained
diffusion models, including Score-SDE [46], ADM [11],
EDM [19], and DiT [38]. which cover pixel-space and
latent-space diffusion models, with unconditional genera-
tion, conditional generation and generation with classifier-
free guidance settings.

6.1. Pixel Diffusion Model Generation

Results on CIFAR-10 32x32 For the CIFAR-10 32x32
experiment, We use the ddpmpp deep continuous Score-
SDE model from [46], which is an unconditional VP-
schedule model. The experiment results for UniPC are
shown in Fig. 1. Our proposed optimized sampling schedule
consistently outperforms the other three baseline sampling
schedules and achieves state-of-the-art FID results. For ex-
ample, we improve the FID on CIFAR-10 with only 5 NFEs
from 23.22 to 12.11. We also conducted the experiment for
DPM-Solver++ on CIFAR-10, see Table 1. We found that
although our optimized sampling schedule also consistently
improves DPM-Solver++, UniPC still performs better no
matter which sampling schedule is used. Therefore, in the
remaining part of this section, we only report the results for
UniPC. Due to the page limit, some additional experimental
results have been deferred to the supplementary material.

Results on ImageNet 64x64 For the ImageNet 64x64
experiment, we use the 64x64 diffusion model from
ADM [11], which is a conditional VP-schedule model. The
experimental results are shown in Fig.1. It can be noticed
that among the baseline methods, the uniform-t performs
the best for NFEs 5 ∼ 6, and uniform-λ performs best for
NFEs > 7. This indicates that the previous baseline sam-
pling schedules may be far from optimal. Our proposed
optimized sampling schedule consistently outperforms the
other three baseline sampling schedules and achieves state-
of-the-art FID results. For example, we achieved the FID of
10.47 on ImageNet 64x64 with only 5 NFEs.

Results on FFHQ 64x64 and AFHQv2 64x64 For the
FFHQ 64x64 and AFHQv2 64x64 experiments, we use the
EDM [19] unconditional model. The experiment results
are shown in Fig. 1. For the EDM model, the time ranges
from 0.002 to 80 during sampling rather than 0 to 1, which
makes the result of uniform-t significantly worse than the
other two baseline discretization schemes. Thus we do
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Methods \NFEs 5 6 7 8 9 10 12 15

DPM-Solver++ with uniform-λ 29.22 13.28 7.18 5.12 4.40 4.03 3.45 3.17

DPM-Solver++ with uniform-t 28.16 19.63 15.29 12.58 11.18 10.15 8.50 7.10

DPM-Solver++ with EDM 40.48 25.10 15.68 10.22 7.42 6.18 4.85 3.49

DPM-Solver++ with optimized step (Ours) 12.91 8.35 5.44 4.74 3.81 3.51 3.24 3.15

UniPC with uniform-λ 23.22 10.33 6.18 4.80 4.19 3.87 3.34 3.17

UniPC with uniform-t 25.11 17.40 13.54 11.33 9.83 8.89 7.38 6.18

UniPC with EDM 38.24 23.79 14.62 8.95 6.60 5.59 4.18 3.16

UniPC with optimized step (Ours) 12.11 7.23 4.96 4.46 3.75 3.50 3.19 3.13

Table 1. Sampling quality measured by FID (↓) of different discretization schemes of time steps for DPM-Solver++ [32] and UniPC [55]
with varying NFEs on CIFAR-10.
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Figure 1. Sampling quality measured by FID (↓) of different discretization schemes of time steps for UniPC [55] with varying NFEs on
various DPMs and datasets.

not include the results of the uniform-t scheme. In com-
parison, our proposed optimized sampling schedule consis-
tently outperforms the other two baseline sampling sched-
ules and achieves state-of-the-art FID results. For example,
we achieved an FID of 13.66 on FFHQ 64x64 and an FID
of 12.11 on AFHQv2 64x64 with only 5 NFEs.

6.2. Latent Diffusion Model Generation

Results on ImageNet 256x256 and ImageNet 512x512
We evaluate our method on the ImageNet dataset using

the DiT-XL-2 [38] model, which is a Vision-Transformer-
based model in the latent space of KL-8 encoder-decoder.
The corresponding classifier-free guidance scale, namely
s = 1.5, is adopted for evaluation. The experiment re-
sults are shown in Fig. 1. Our proposed optimized sam-
pling schedule consistently outperforms the other two base-
line sampling schedules and achieves state-of-the-art FID
results. For example, we improve the FID from 23.48
to 8.66 on ImageNet 256x256 and from 20.28 to 11.40
on ImageNet 512x512 with only 5 NFEs. Figure 2 visu-
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NFE = 5 Optimized Steps (Ours) Uniform-t EDM Uniform-λ
FID = 8.66 FID = 23.48 FID = 45.89 FID = 41.89

Class label = “coral reef” (973)

Class label = “golden retriever” (207)

Class label = “lion” (291)

Class label = “lake shore” (975)

Figure 2. Generated images by UniPC [55] with only 5 NFEs for various discretization schemes of time steps from DiT-XL-2 ImageNet
256x256 model [38] (with cfg scale s = 1.5 and the same random seed).

ally demonstrates the effectiveness of our proposed method.
Since these experiments are a bit time-consuming, and the
EDM discretization scheme for time steps has been shown
to not work well for small NFEs, we mainly use uniform-t
and uniform-λ schemes as baselines.

6.3. Running Time Analysis

We test the running time of our Algorithm 1 on Intel(R)
Xeon(R) Gold 6278C CPU @ 2.60GHz. We report the
longest running time observed for performing Algorithm 1
for 5, 6, 7, 8, 9, 10, 12, 15 NFEs. The experiment results are
shown in Table 2. Our algorithm can be pre-computed
before sampling and the optimization result can be reuti-
lized. The result shows that our optimization problem can
be solved within 15 seconds for NFEs less than or equal
to 15, which is negligible. In comparison, the learning to
schedule methods [27, 30, 48, 50, 51] usually takes several
GPU hours for optimization and the overall performance is
comparable to ours.

NFEs 5 6 7 8 9 10 12 15

Time(s) 1.9 2.3 5.3 5.9 7.8 8.8 11.0 14.1

Table 2. Running time of our optimization algorithm.

7. Conclusion
In this paper, we propose an optimization-based method
to find appropriate time steps to accelerate the sampling
of diffusion models, and thus generating high-quality
images in a small number of sampling steps. We formulate
the problem as a surrogate optimization method with
respect to the time steps, which can be efficiently solved
via the constrained trust region method. Experimental
results on popular image datasets demonstrate that our
method can be employed in a plug-and-play manner and
achieves state-of-the-art sampling performance based on
various pre-trained diffusion models. Our work solves an
approximated optimization object which can be further
improved if a more accurate formulation can be found.
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