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Abstract

2D keypoints are commonly used as an additional cue to
refine estimated 3D human meshes. Current methods opti-
mize the pose and shape parameters with a reprojection loss
on the provided 2D keypoints. Such an approach, while sim-
ple and intuitive, has limited effectiveness because the opti-
mal solution is hard to find in ambiguous parameter space
and may sacrifice depth. Additionally, divergent gradients
from distal joints complicate and deviate the refinement of
proximal joints in the kinematic chain. To address these, we
introduce Kinematic-Tree Rotation (KITRO), a novel mesh
refinement strategy that explicitly models depth and human
kinematic-tree structure. KITRO treats refinement from a
bone-wise perspective. Unlike previous methods which per-
form gradient-based optimizations, our method calculates
bone directions in closed form. By accounting for the 2D
pose, bone length, and parent joint’s depth, the calcula-
tion results in two possible directions for each child joint.
We then use a decision tree to trace binary choices for all
bones along the human skeleton’s kinematic-tree to select
the most probable hypothesis. Our experiments across var-
ious datasets and baseline models demonstrate that KITRO
significantly improves 3D joint estimation accuracy and
achieves an ideal 2D fit simultaneously. Our code available
at: https://github.com/MartaYang/KITRO.

1. Introduction
3D human pose and shape estimation, also called Human
Mesh Recovery (HMR), is relevant for augmented and vir-
tual reality applications. Statistical human shape models
like SMPL [21] have greatly simplified the HMR task.
However, state-of-the-art methods [9, 13, 18] still suffer
from the “misalignment problem” [15] where the predicted
3D mesh does not align well with the 2D image evidence.
The most advanced HMR model [18] still has a 24 pixels
reprojection error on the 3DPW dataset [32], as shown in
Fig. 1a. On the other hand, estimating 2D human pose is
more advanced [2, 33, 36] and yields robust 2D keypoints,
even under challenging scenarios such as occlusion, varying
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(b) Improvement of joints along the kinematic chain of the arm.

Figure 1. (a) Our method has the lowest reprojection and depth
errors. (b) Competing methods exhibit a decrease in improvement
and even deterioration progressing along the kinematic chain from
the hand to the spine; our approach exhibits the opposite but main-
tains a significant and competitive improvement for all joints.

lighting, and extreme poses. As such, a standard strategy
for improving HMR is to leverage 2D keypoints as a cue to
refine the estimated 3D meshes. Prior methods [1, 9, 18]
optimize the pose and shape parameters with a reprojection
loss on the 2D keypoints with a standard gradient descent.
Such an approach, while intuitive and straightforward, is
not always effective.

A primary reason is the inherent depth ambiguity in 2D
projection, as multiple poses and shapes can fit the same 2D
evidence. As such, optimizing solely on 2D reprojection
does not account for depth ambiguity so is unlikely to find
the optimal solution and may even increase the depth er-
ror (see HMR+SMPLify [1] in Fig. 1a). Secondly, existing

1CLIFF [18] proposes both a base model and a 2D keypoint refinement;
we distinguish the two as ‘CLIFFb’ and ‘CLIFFr’.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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methods optimize all the body joints collectively through
gradient descent. Yet the gradient updates at different joints
may be incongruent. Updates at the distal joints far down
the kinematic chain, such as the wrist or hands, are back-
propagated to the proximal joints closer to the root, like the
shoulder or collar. Divergent gradients can complicate the
update of proximal joints, limiting the refinement improve-
ments, to the extent that it may even harm the overall accu-
racy (see Fig. 1b).

In this work, we offer the key insight that joint depth can
be solved explicitly in closed-form. Provided with 2D key-
points, the depth of the parent joint, and the 3D length of
the bone connecting the two joints, the problem can be nar-
rowed down into two solutions. Of these two solutions, one
corresponds to the bone pointing toward the camera, and the
other corresponds to the bone pointing away from the cam-
era as shown in Fig. 3. In this way, the depth ambiguity in
the solution space can be largely reduced.

Having two possible depths for every joint naturally
forms a binary tree progressing along kinematic chains in
the human body (see Fig. 4). Any path traversing the tree is
a hypothesis and we can formulate overall pose refinement
as a selection problem of finding an optimal path. Such a
strategy has a distinct advantage in that it can equally im-
prove proximal and distal joints.

Based on these insights, we propose a novel plug-
and-play human mesh refinement strategy which we call
Kinematic-tree Rotation (KITRO). KITRO explicitly mod-
els joint depth and solves for bone direction as a swing rota-
tion in closed form, ensuring an excellent fit to 2D keypoints
with lower depth errors. KITRO employs a decision tree to
handle divergences among joints in the kinematic-tree, ef-
fectively tracing and selecting the most probable hypothe-
ses for stable and consistent improvements across the kine-
matic chain. Our experimental results, on various datasets
and base models, demonstrate significantly higher accuracy
compared to existing methods.

We highlight our key contributions as follows:
• KITRO’s explicit depth modeling and closed-form calcu-

lation diminish ambiguities in solution space, enhancing
depth accuracy and obtaining ideal 2D fit simultaneously.

• KITRO’s decision-tree-based hypotheses tracing and
selection for joint rotations encompasses the entire
kinematic-tree, benefiting both proximal and distal joints.

• Our method’s effectiveness, especially large gains in pose
accuracy, is validated across datasets and base models.

2. Related Works
Human Mesh Recovery (HMR). HMR methods are ei-

ther non-parametric, in that they directly estimate the 3D
mesh vertices [19, 20, 22, 27, 30, 37] or parametric, using
statistical models [3, 10, 15, 18, 26, 28]. In using a statis-
tical model like SMPL [21], the HMR task simplifies to an

estimation on the model parameters. However, estimating
the parameters can be highly challenging under monocu-
lar settings despite the advancements in network architec-
ture [29, 31, 35] and learning paradigms [17, 23, 24]. More
recently, there are also hybrid approaches combining para-
metric and non-parametric [16].

Human Mesh Refinement with 2D Keypoints. One cu-
rious observation is that estimated meshes are often poorly
aligned to the 2D image evidence. As such, optimization
methods have been proposed to leverage 2D keypoints as
an additional cue to refine estimated 3D human meshes. A
simple and intuitive way for refinement is simply to update
the mesh model parameters, i.e. the SMPL parameters with
an additional 2D reprojection loss [1, 6, 15]. However, as
2D image evidence is an ambiguous cue for 3D estimates,
directly update the SMPL parameters tends to result in un-
natural poses, even if they are better aligned to the pro-
vided 2D keypoints. As such, methods like EFT [9] and
CLIFF [18] use the 2D reprojection loss to update the HMR
estimation network weights instead. Such a refinement,
however, is dataset-specific and thus loses generalization.
Additionally, finding ways to avoid overfitting or underfit-
ting remains a challenging limitation in these fine-tuning
methods. Our work also focuses on mesh refinement; how-
ever, instead of optimization with a 2D reprojection loss, we
opt to solve for the refined solution in closed form.

3. Preliminaries
SMPL. The SMPL model [21] is a commonly used 3D

statistical shape model of the human body. It maps pose pa-
rameters θ ∈ RP×3 and shape parameters β ∈ R10 to a 3D
mesh of the body V∈RN×3, where N =6890 and P =24
are the number of vertices and body joints respectively. We
denote the J(β,θ) ∈ RP×3 as the function that maps pose
parameters θ and shape parameters β to joint locations. Ac-
cording to human kinematic-tree shown in Fig. 4, we define
the Euclidean distance between child joint Jc(β,θ) and its
parent joint Jp(β,θ) as the bone length:

bl
(p,c)
3D = ∥Jp(β,θ)− Jc(β,θ)∥2 . (1)

Swing-Twist Decomposition. The pose parameters θ
are the relative rotation of each joint, where the rotation of
the pelvis 2 joint θ0 serves as the global rotation of the hu-
man body. The standard SMPL model uses the axis-angle
{θ0, · · · ,θ23} to represent the rotation of each joint and
rotates the joints along the kinematic chain from the pelvis
to the end joints. An alternative [16] proposes to represent
each joint rotation in rotation matrix form θi

R ∈ SO(3) with
the swing-twist decomposition: θi

R = RswRtw, where θi
R

is equivalent rotation matrix form of θi. Given the bone
2Also known as root joint, we use them interchangeably in this paper.
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direction, the swing rotation which is 2 degrees of freedom
can be derived in closed form from Rodrigues’ formula (full
details in Sec. A of the Supplementary).

Human Mesh Recovery and Refinement. Monocular
HMR models take an image X ∈ RH×W as input and
predicts SMPL parameters (θ,β) and the camera transla-
tion t ∈ R3 as part of the camera extrinsics to project the
3D mesh onto the image plane. Mesh refinement meth-
ods [1, 9, 18] uses additional 2D keypoints j ∈ RP×2 to
refine some estimated SMPL and camera translation param-
eters (θ̂, β̂, t̂). The refinement process can be formalized
as: (

θ̂
′
, β̂

′
, t̂′

)
= Refine(θ̂, β̂, t̂, j). (2)

The refinement as given in Eq. 2 can also be applied iter-
atively such as SMPLify [1], by using the refined outputs
(θ̂

′
, β̂

′
, t̂′) as the input estimates to continue the refinement

process. A commonly used approach for refinement is to
minimize the 2D reprojection loss of the estimated 3D joints
J(β,θ) with respect the provided 2D joints j:

Lj2D = min
θ,β,t
∥π (J(β,θ) + t)− j∥2 , (3)

where π indicates the camera projection function. These
parameters can be optimized jointly [9, 18] or fix some pa-
rameters and optimize others [1]. It is worth mentioning
that when fixing θ and β, the optimal t can be solved in
closed-form because it can be formulated as a least squares
problem.

Camera Intrinsics and Extrinsics. In our work, we
relax the weakly-perspective assumption and adopt a full-
perspective camera model like prior studies [11, 14, 34].
Consistent with these works [14, 18], we estimate the cam-
era focal length as f =

√
H2 +W 2. Therefore, the camera

intrinsic can be formulated as:

K =

f 0 W/2
0 f H/2
0 0 1

 . (4)

Following the convention in HMR [5, 10, 12, 13, 15], the
camera rotation is set as I and absorbed into the global
orientation of the human (i.e., θ0) predicted by the HMR
model. Thus, the translation t is the only camera extrinsic
that needs to be estimated.

4. Method
As illustrated in Fig. 2, our refinement framework iter-
atively updates the estimates for the camera and shape
(Sec. 4.1) as well as the pose (Sec. 4.2, Sec. 4.3). Unlike
previous works [1, 9, 18], which update pose and shape
parameters jointly, we perform an individual update while
keeping the others fixed based on the previously refined
value. This allows us to focus on the pose refinement where

× 𝑴𝑴 𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝒔𝒔
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Figure 2. Our framework overview. Starting with an initial hu-
man mesh and 2D keypoints, our iterative refinement operates over
camera, shape, and pose. The process involves localizing camera
translation for 2D-3D joint alignment, optimizing shape for more
aligned bone length, and generating and selecting bone direction
hypotheses for rotation refinement along the kinematic-tree.

we explicitly model the depth in a closed-form manner and
choose the most likely hypothesis by using a decision tree
along the kinematic-tree.

4.1. Camera and Shape Refinement

As can be seen in Fig. 2, the given 2D keypoints together
with the current human mesh can definitely provide some
information and constraints for the camera translation and
human shape. These constraints can help us to refine these
two factors better.

Camera Translation Adjustment. We estimate the
camera translation based on the 2D reprojection loss given
by Eq. 3. Minimizing the loss is equivalent to solving a
least-squares optimization for the camera translation [15]:

t∗ = argmin
t
∥π(J(β,θ) + t)− j∥2 , (5)

where t∗ can be found with SVD. Note that t∗ is the optimal
solution for a given θ and β.
From an iterative update perspective, we find it more effec-
tive to update t with a moving average. For current camera
translation t, the updated t′ is given as:

t′ = (t∗ + t)/2. (6)

The reason for Eq. 6 is that t∗ can be affected by the noise of
θ and β. In that sense, the moving average keeps the histor-
ical information from the original HMR prediction, acting
like a good regularizer.

Shape Optimization. Previous works update β based
on the 2D reprojection of the individual joints J(β,θ). We
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Figure 3. Calculation of two bone direction solutions of the (p, c)
joint pair, based on 2D keypoints, bone length, and the depth of the
parent joint. One points towards the camera, and the other away.

consider the refinement of β from a bone length perspec-
tive. Consider a parent joint indexed by p, with estimated
3D joint Jp(β,θ) and provided 2D joint jp; similarly, for a
child joint indexed by c, consider Jc(β,θ). The projected
2D bone length between the (p, c) joint pair is defined as
the Euclidean distance between the two joints:

bl
(p,c)
proj (β) = ∥π(J

p(β,θ) + t′)− π(Jc(β,θ) + t′)∥2 .
(7)

For clarity, we specify that the projected bone length
bl

(p,c)
proj (β) depends only on β, as we treat θ and t′ as fixed

constants while we update the shape parameter β. The bone
length of the provided 2D joints can be defined similarly as

bl
(p,c)
2D = ∥jp − jc∥2 . (8)

To estimate the shape loss, we consider an L1-norm be-
tween the projected bone length in Eq. 7 and the given bone
lenght of Eq. 8 over all the bones or p, c combinations in the
human body:

L(β) =
∑
p,c

∣∣∣bl(p,c)proj (β)− bl
(p,c)
2D

∣∣∣ . (9)

Unlike the camera parameter t, the optimal shape parameter
β cannot be solved for in closed form. As such, we estimate
the updated shape parameter β′ with gradient-descent based
optimization of the loss in Eq. 9:

β′ = β − η∇βL(β) for T steps, (10)

where η is the learning rate and optimization takes T steps.

4.2. Pose Hypothesis Generation

3D Bone Direction Calculation. To refine the pose pa-
rameters θ, we opt to work with the swing-twist decom-
posed form of the joint rotation, rather than in the stan-
dard axis-angle representations of SMPL. This is key in
our refinement approach because it allows us to estimate the

swing angle in closed form directly from the provided 2D
keypoints. Consider the 2D keypoints jp and jc of a bone
(p, c) as defined in the SMPL kinematic tree. Their cor-
responding 3D joints Jp(β′,θ) and Jc(β′,θ) are located
along the rays p⃗ and c⃗ from the camera to the 2D keypoints
on the image plane. And O denotes the camera location
which is the negative of camera translation O = −t′ since
camera rotation is identity. As shown in Fig. 3, directions
of these two rays are:

p⃗ = K−1 × jph, c⃗ = K−1 × jch, (11)

where subscript h denotes homogenized coordinates and K
is the camera intrinsic matrix defined in Sec. 3. Based on
the direction of the rays p⃗ and c⃗, their intersection angle α
satisfies the following:

cosα =
p⃗ · c⃗
∥p⃗∥∥c⃗∥

, sinα =
∥p⃗× c⃗∥
∥p⃗∥∥c⃗∥

. (12)

Now, as we know the 3D bone length bl
(p,c)
3D defined in

Eq. 1 and the depth of the parent joint from the camera
|OJp| =

∥∥Jp(β′,θ) + t′
∥∥
2
, we can directly solve for the

child joint in closed form. Specifically, |FJc
0 | = |FJc

1 | =√(
bl

(p,c)
3D

)2

− (|OJp| sinα)2 based on Fig. 3. Therefore,

we can calculate the child joint Jc specified by the vector
−−−→
JpJc from the parent joint Jp, and the depth |OJp| from
the camera O:

−−−→
JpJc = |OJp| · (cosα · c⃗− p⃗)︸ ︷︷ ︸

−−→
JpF

± |FJc
0 | · c⃗︸ ︷︷ ︸

−−→
FJc

0

,

|OJc| = |OJp| · cosα± |FJc
0 |.

(13)

There are two possibilities for the child joint, as indicated
by the± sign in the solutions in Eq. 13. One solution points
towards the camera (

−−−→
JpJc

0 in Fig. 3) while the other points
away (

−−−→
JpJc

1 ). These two solutions directly illustrate the in-
herent depth ambiguity. Depending on the accuracy of the
estimated terms, the square root term may become nega-
tive (might arise during decision tree calculations in the next
step); for numerical stability, we rectify it to 0.

From Bone Direction to Full Body Pose Hypothesis.
Note that the solution for the bone direction in Eq. 13 de-
pends on the depth of the parent joint |OJp|. As the par-
ent joint’s depth has two possible solutions as well, and the
depth dependency propagates through the kinematic tree,
the hypotheses for possible poses naturally form binary
trees. Fig. 4 shows an example of the left leg, beginning
at the pelvis root node, with child nodes for the hip, knee,
ankle, and toe. For the entire body pose, there are 5 trees,
representing the arms, legs, and torso. A full-body pose hy-
pothesis is then represented by a path through each of the
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0.61 0.39 0.6 0.4

…

Decision Tree

Figure 4. Human kinematic-tree in SMPL [21] and ours decision
tree example tracing all hypotheses for leg joints. In our method,
local solution certainties are used as edge weights, with the largest
global path product representing the most probable pose.

trees. It’s worth mentioning that while we could select so-
lutions for each joint greedily, our approach leverages a de-
cision tree naturally formed along the kinematic chain since
it enables more accurate selections by considering all po-
tential outcomes.

4.3. Pose Hypothesis Selection

Decision Tree Formulation. From the binary trees, we
wish to select an optimal path. Yet without additional in-
formation or cues, it is challenging to know how optimality
should be measured. As such, we rely only on the initial
HMR estimate, and compute the cosine similarity between
the relative bone rotations for the two closed-form solutions
Rrel(

−−−→
JpJc

k|ϕ(p)) for k = {0, 1} and the relative bone rota-
tion predicted by the original HMR model θp

HMR:

cos sim(
−−−→
JpJc

k|ϕ(p)) =
cos

〈
Rrel(

−−−→
JpJc

k|ϕ(p)),θ
p
HMR

〉
+ 1

2
(14)

where ϕ(p) = (ϕ0, · · · , ϕi, · · · , ϕp) represents the path
from the root to the current parent joint p. Each ϕi ∈ {0, 1}
denotes the two possible solutions for each bone with Ji as
the child joint along the chain, except ϕ0 since the root joint
is fixed after camera refinement for each iteration. We di-
rectly apply the Softmax of these two cosine similarities as
the weights for edges in the decision tree as shown in Fig. 4:

w(e
(p,c)
k |ϕ(p)) = exp(cos sim(

−−−→
JpJc

k|ϕ(p)))∑1
k′=0 exp(cos sim(

−−−→
JpJc

k′ |ϕ(p)))
.

(15)
Intuitively, Eq. 15 measures the relative consistency be-
tween calculated and original prediction. It relies on the
assumption that the original HMR prediction, although not
precise at exact bone direction, is sufficiently accurate at in-
dicating whether the bone points towards or away from the
camera. We verify this assumption empirically in Sec. B of
the Supplementary.

The computational complexity for calculating the solutions
in the binary trees depends only on the depth, as nodes
within any given depth of the trees can be computed in par-
allel. By constructing the binary trees and estimating the
weights, we obtain a global view on the pose feasibility.
We choose as the optimal path the one with the highest node
products. The final pose is defined by the optimal selection
path:

ϕ∗ = argmax
ϕ

∏
(p,c)

w(e
(p,c)
ϕc
|ϕ(p)), (16)

where ϕ = {ϕ0, · · · , ϕ23} is a pose hypothesis for all 23
bones of a human body.

Pose Parameter Update. We perform an update on cur-
rent θ according to the selection chain ϕ∗ in Eq. 16. The
update is soft, weighted by the edge weight w(e(p,c)ϕ∗

c
|ϕ∗(p))

calculated in Eq. 15 which acts like a certainty term for
choosing ϕ∗

c instead of the other (i.e., 1− ϕ∗
c ):

λ(p,c) = w(e
(p,c)
ϕ∗
c
|ϕ∗(p)). (17)

The final bone direction b⃗
(p,c)
new is updated as the weighted

sum of the selected solution
−−−→
JpJc

ϕ∗
c

and current bone direc-

tion b⃗(p,c) = Jc(β′,θ)− Jp(β′,θ):

b⃗(p,c)
new = λ(p,c) ·

−−−→
JpJc

ϕ∗
c
+ (1− λ(p,c)) · b⃗(p,c). (18)

Finally, the pose parameter θp of the parent joint p can be
updated based on the swing rotation R

(p,c)
sw which rotates

b⃗(p,c) to b⃗
(p,c)
new simply by the Rodrigues’ rotation formula.

In the special case of the root joint and the third spine joint
(i.e., ‘Spine3’), where there are three children denoted as
c0, c1, c2, we compute a rotation matrix R

(p,c)
sw that opti-

mally rotates the vectors {b⃗(p,c0), b⃗(p,c1), b⃗(p,c2)} to best
align with {b⃗(p,c0)

new , b⃗
(p,c1)
new , b⃗

(p,c2)
new } by SVD [16]. Finally,

by applying above rotation matrix R
(p,c)
sw to update parent

joint p’s rotation θp
R, we obtain the refined pose parameter:

θp
R
′
= (

∏
i∈KC(p̃)

θi
R)

T ·R(p,c)
sw ·

∏
i∈KC(p)

θi
R, (19)

where p̃ is the parent joint of p, and KC(p) is the kinematic
chain from root to joint p. Proof of correctness is given in
Sec. C of the Supplementary. Updating all joints by Eq. 19
along kinematic-tree gets the refined θ′.

The updates in Eq. 6, Eq. 10, and Eq. 19 specify one
refinement iteration for t, β and θ. We can continue to
iterate by using the refined parameters as initial estimates
for a total of M iterations.

4.4. Implementation Details

Here we elaborate on more implementation details. For the
shape refinement, we employ Adam optimizer to optimize
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Algorithm 1 Ours Human Mesh Refinement

Require: Initial pose θ0, shape β0, camera translation t0,
2D keypoints j, iterations M , kinematic-tree KT .

Ensure: Refined θM , βM , tM .
1: for m = 0→M − 1 do
2: t∗ ← Best t aligned j and J(βm,θm) ▷ Eq. 5
3: tm+1 ← (t∗ + tm)/2 ▷ Eq. 6
4: βm+1 ← Adam optimize βm by L(β) ▷ Eq. 9
5: DecisionTree← Binary solutions along KT
6: ϕ∗ ← Optimal path in DecisionTree ▷ Eq. 16
7: θm+1 ← Update bone rotation base on ϕ∗ ▷ Eq. 19
8: end for

Eq. 9 for T = 10 steps with a learning rate η = 0.1 in each
iteration. And the whole iteration number is M = 10. Ours
overall pseudo-code is shown in Algorithm 1.

5. Experiments
5.1. Dataset and Metrics

3DPW dataset serves as a rigorous outdoor benchmark
tailored for 3D pose and shape estimation. We follow [8, 9,
18] and use the ground truth 2D keypoint annotations from
3DPW as refinement inputs. Human3.6M is an indoor 3D
human mesh dataset. Consistent with preceding works [4,
10, 15], we use subjects S9 and S11 for testing. Similarly,
we use the ground truth 2D keypoints for refinement inputs.

We use three standard 3D pose and shape metrics: (1)
MPJPE measures the average Euclidean distance between
the ground truth and the predicted joint positions, only con-
sidering alignment at the pelvis, (2) PA-MPJPE which is
the MPJPE error after further aligning the predicted pose to
the ground truth with Procrustes aligned and (3) PVE mea-
suring the average Euclidean distance between the predicted
and the ground truth mesh vertices after pelvis alignment.

5.2. Ablation Study

We adopted CLIFFb [18] as the baseline HMR model. The
ablation study upon our full model for three refinement fac-
tors, camera, shape, and pose, are shown in Tab. 1.

Camera Refinement. The first segment in Tab. 1 shows
the impact when we do not refine the camera estimate and
fix it to the HMR estimate (first row) and do not use the
moving average and directly replace the camera estimate
according to the optimal translation of Eq. 5 without Eq. 6
(second row). Performance drop shows the effectiveness of
the camera translation refinement and the moving average
as a good regularizer. The third row, using a fixed focal
length of 5000, shows an obvious performance drop, indi-
cating the limitations of a weak perspective camera model.

Shape Refinement. The second segment in Tab. 1 shows
the impact when the shape parameter β is not updated (first

Table 1. Ablation study for camera, shape, and pose refinement on
3DPW across three segments. The bottom segment presents our
full model’s results. ‘DT’ stands for Decision Tree.

Method PA-MPJPE ↓ MPJPE ↓ PVE ↓
fixed t as t0 28.53 46.68 57.76
hard-update t (Eq. 5) 27.99 50.21 61.11
Large focal length 32.72 52.46 63.61
fixed β as β0 35.00 69.02 84.25
β from Lj2D of Eq. 3 32.60 52.60 64.45
fixed θ as θ0 44.57 80.03 95.71
greedy + hard-update 34.32 54.91 67.05
greedy + soft-update 29.24 45.94 56.57
DT + hard-update 32.18 52.15 63.82
KITRO (ours) 27.67 43.53 53.44

0 1 2 3 4 5 6 7 8 9 10
Refinement Iterations

40

60

80

Er
ro

r (
m

m
)

MPJPE
PA-MPJPE
PVE

Figure 5. Impact of Refinement Iterations for MPJPE, PA-MPJPE,
and MPVPE on 3DPW. Three line plots demonstrate a graceful
decrease and quick convergence of error metrics.

row in this segment) vs. optimizing β according to the stan-
dard 2D projection loss of the keypoints (second row) and
our proposed loss on the 2D bone length projection (as per
Eq.9). This comparison reveals that our loss is more effec-
tive than Lj2D in our method. The ablation for refinement
step T and learning rate η are given in Sec. D of the Sup-
plementary, they are all not highly sensitive factors.

Pose Refinement. The third segment in Tab. 1 shows
the impact when the pose refinement is removed (first row
in this segment) as well as alternative designs on the deci-
sion tree (vs greedy selection, second and third row) and
the weighted update of Eq. 18 (vs hard-update, second and
fourth row). The decreased performance in these designs
shows the global perspective offered by our decision tree
and the necessity of reweighting for a moderated update.

Parameter Impact. Across the three refined parameters,
θ has the biggest impact; removing it from the refinement
leads to a ≈60% increase in these three evaluation errors.
In contrast, β has a ≈30% increase, and the camera has
the least impact of < 1%. This demonstrates the crucial of
pose and shape refinement in our method, with the KITRO
design for pose refinement notably enhancing performance.
Camera refinement, however, exhibits less sensitivity.

Iterative Updates. Fig. 5 plots the three evaluation met-
rics with respect to the number of refinement iterations. The
errors gracefully decrease with increasing interactions, con-
verging to the final result after 4-5 iterations. Fig. 6 shows
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Table 2. SOTA comparison on 3DPW and Human3.6M. Baseline HMR model for human mesh initialization in the first segment, refinement
methods in the second segment including our results at the bottom. ∗ indicates our reproduced results. † marks a different 3DPW evaluation
protocol using extra gender information in data preprocessing. All our reproductions ensure the same protocol and fair comparison.

3DPW Human3.6M
Method PA-MPJPE ↓ MPJPE ↓ PVE ↓ PA-MPJPE ↓ MPJPE ↓
CLIFFb† [18] 43.0 69.0 81.2 - -
CLIFFb∗ 43.76 73.67 91.58 36.16 55.18
DynaBOA [8] 40.4 65.5 82.0 - -
Pose2Mesh [4] 34.6 65.1 - 35.3 51.1
CLIFFb + CLIFFr† [18] 32.8 52.8 61.5 - -
CLIFFb + SMPLify∗ 36.11 66.67 79.91 28.07 45.19
CLIFFb + CLIFFr∗ 32.04 55.83 71.95 25.88 42.79
CLIFFb + KITRO (ours) 27.67 (4.3↓) 43.53 (12.3↓) 53.44 (18.5↓) 21.04 (4.8↓) 34.50 (8.3↓)

Table 3. Results using alternative HMR base models and rotation
representations on 3DPW. ∗ indicates our reproduced results.

Method PA-MPJPE ↓ MPJPE ↓ PVE ↓
SPIN [15] 59.97 102.12 130.62
SPIN + SMPLify∗ 47.99 87.06 102.28
SPIN + ours 42.46 67.12 80.25
EFTb [9] 54.71 94.02 116.23
EFTb + SMPLify∗ 44.69 82.39 96.50
EFTb + ours 32.34 49.14 59.28
PRoM [7] 42.0 67.6 79.2
PRoM + SMPLify∗ 35.67 65.21 78.02
PRoM + ours 26.72 42.18 51.25

qualitative examples of body poses over the iterations. The
initial predictions are misaligned with the visual evidence
from the image; our method progressive refines the param-
eters to match the evidence, while preserving natural poses.

Different HMR Models and Representation. Our
method is plug-and-play on top of any HMR method. We
test our method on other commonly used base models such
as SPIN [15], EFT [9] and a different rotation representa-
tion PRoM [7]. As shown in Tab. 3, our method can also
make large improvements and outperform previous refine-
ment methods with large margins, especially in MPJPE and
PVE which are indicators for global orientation and shape.

5.3. Comparison with the State-of-the-art

In this subsection, we compare our approach with the SOTA
human mesh refinement methods, as presented in Tab. 2.
The upper segment of Tab. 2 first represents our HMR base
model CLIFFb [18] as stated previously. The bottom seg-
ment ensures a fair comparison as all utilize ground truth 2D
keypoints. By comparing with optimization-based methods
in the second segment (e.g., CLIFFr [18] and SMPLify [1]
adapted by ours), our KITRO demonstrates a significant
enhancement over them (about 15% improvement in PA-
MPJPE, 20% improvement in MPJPE, 25% improvement
in PVE than SOTA refinement method [18]). Notably, our
method achieves a 27.67mm PA-MPJPE joint error on the
3DPW dataset, which is comparably close to the 26mm
accuracy obtained in the dataset’s creation process [32].

Table 4. Our refinement results on top of CLIFFr on 3DPW.

Method PA-MPJPE ↓ MPJPE ↓ PVE ↓
CLIFFb 43.76 73.67 91.58
+ CLIFFr 32.04 55.83 71.95
+ CLIFFr + ours 26.21 46.96 57.53

This advancement is attributed to our explicit depth and
kinematic-tree modeling, which consistently yields a pre-
cisely refined pose fitting with 2D clues more ideally.

We also compare our visualization result with other
methods as shown in Fig. 6. Based on the same initialized
human pose, our approach aligns more accurately with 2D
evidence, as evident in the upright position of the left hand
in the first row, unlike the incorrect direction seen with other
methods. Additionally, while SPMLify [1] and CLIFFr [18]
may correctly fit 2D evidence, depth ambiguities often lead
to penetration issues, as in the second row in Fig. 6. Our
explicit depth modeling effectively avoids such problems.

5.4. Analysis

In this subsection, we analyze KITRO in three aspects: its
enhancement on top of other refinement methods; its adapt-
ability to similar parametric models like MANO [25] in
hand mesh recovery; and its overall improvement coverage
quantified by the improvement samples proportion.

Refinement on Top of Refinement. Previous subsection
shows the result on top of HMR base models (e.g., CLIFFb,
SPIN, EFTb). Here we further examine whether our method
can get extra improvement on top of other refinement meth-
ods. Tab. 4 shows KITRO can further enhance the refine-
ment result from SOTA refinement method CLIFFr, show-
ing KITRO can make gains they are unable to achieve.

Generalizing to Other Parametric Model. Beyond
the SMPL model, our method’s versatility is further illus-
trated through its application to the MANO model [25], a
commonly used parametric model for hand mesh recovery.
Lacking camera prediction in the pre-trained MANO base-
line, we utilized ground truth camera translation for these
experiments and ensured the same setting for other adapted
refinement methods for fair comparison. The results shown
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Image Init Iter. 1 Iter. 2 SMPLify CLIFFrIter. 10
Figure 6. Refinement result over iterations (left part) and comparison with other human mesh refinement methods (right part). Left: The
blue circles highlight the refinement progress where our method iteratively refines the misaligned bone direction to fit with 2D. Right: the
red circles (first row) highlight the refinement of other methods still misaligned with the 2D; the green ones (second row) highlight the
penetration problem caused by their depth inaccuracy; and the yellow circles (third row) have both above problems.

Table 5. Result of our method adopted to MANO model on Frei-
hand. PA-PVE denotes the PVE result after Procrustes aligned.

Method PA-MPJPE ↓ PA-PVE ↓
Baseline (MANO)* 7.82 8.01
Baseline + SMPLify* 4.66 5.07
Baseline + ours 4.06 4.58

in Tab. 5 demonstrate that our method not only refines hu-
man mesh predictions effectively but is also suitable for
other parametric models like MANO.

Comprehensive Improvement Across Joints and
Samples. Our method not only enhances average perfor-
mance but also ensures equitable and widespread effective-
ness across joints and samples. As depicted in Fig. 1b, it
effectively enhances both proximal and distal joints, while
other methods may sacrifice the proximal ones. Addition-
ally, a significant portion of individual samples improved
after our refinement: 88% on 3DPW and 92% on Hu-
man3.6M as shown in Sec. E of the Supplementary. This
underscores our method’s comprehensive efficacy.

6. Limitations
KITRO relies on the initial predicted mesh as a reference for
hypothesis selection, which can lead to deviations in cases
of poor initial mesh predictions. This is particularly evident

in scenarios of person misidentification errors 3, where the
initial 3D mesh is totally mismatched with the 2D evidence.
More discussion is in Sec. F of the Supplementary. In ad-
dition, similar to other human mesh refinement methods,
KITRO relies on the accuracy of the input 2D pose. A de-
tailed discussion and evaluation on the detected and noisy
2D keypoints can be found in Sec. G of the Supplementary.

7. Conclusion
Motivated by the inadequate depth accuracy and subopti-
mal proximal joint performance in existing human mesh re-
finement methods, we propose KITRO. By explicitly mod-
eling joint depth in closed-form solution along the human
kinematic-tree, we can then use the decision tree to trace all
hypotheses and select the most likely one. KITRO demon-
strates superior accuracy and comprehensive improvement
across various datasets and baseline models.
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