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Figure 1. Our attack framework harnesses both textual and visual modalities to bypass safeguards such as prompt filters (a) and post-hoc
safety checkers (b), generating semantically-rich NSFW images and illuminating vulnerabilities in current defense mechanisms.

Abstract
In recent years, Text-to-Image (T2I) models have seen

remarkable advancements, gaining widespread adoption.
However, this progress has inadvertently opened avenues
for potential misuse, particularly in generating inappro-
priate or Not-Safe-For-Work (NSFW) content. Our work
introduces MMA-Diffusion, a framework that presents a
significant and realistic threat to the security of T2I mod-
els by effectively circumventing current defensive measures
in both open-source models and commercial online ser-
vices. Unlike previous approaches, MMA-Diffusion lever-
ages both textual and visual modalities to bypass safeguards
like prompt filters and post-hoc safety checkers, thus ex-
posing and highlighting the vulnerabilities in existing de-
fense mechanisms. Our codes are available at https:
//github.com/cure-lab/MMA-Diffusion.

1. Introduction
In the rapidly evolving landscape of text-to-image (T2I)
generation, diffusion models such as Stable Diffusion
(SD) [30] and Midjounery [1] have marked a paradigm

shift. These models have revolutionized digital creativity by
generating strikingly realistic images, yet they also pose sig-
nificant security challenges. Notably, the potential misuse
of these models for generating Not-Safe-For-Work (NSFW)
contents [25, 31, 34], such as adult materials, violence, and
politically sensitive imagery, is a serious concern.

In response to these concerns, developers of T2I models
have implemented preventive measures like prompt filters
and post-synthesis safety checks. While effective to an ex-
tent, the resilience of these measures against sophisticated
adversarial attacks remains a topic of intense debate and in-
vestigation. Our study delves into this pressing issue by
introducing MMA-Diffusion, a framework designed to rig-
orously test and challenge the security of T2I models. Un-
like conventional methods that make subtle prompt modifi-
cations [8, 14, 19, 41], MMA-Diffusion adopts a systematic
attack approach. It enables users to generate unrestricted
adversarial prompts and craft image perturbations, thereby
circumventing existing safety protocols.

The technical prowess of MMA-Diffusion lies in its
dual-modal attack strategy. We develop an advanced text
modality attack mechanism that intricately alters textual
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prompts while maintaining their semantic intent, allowing
for the generation of targeted NSFW content without being
flagged by existing filters, as demonstrated in Fig. 1(a). On
the image modality front, MMA-Diffusion utilizes a novel
perturbation technique that subtly alters image characteris-
tics in a manner undetectable to the human eye but signifi-
cant enough to bypass post-processing safety algorithms, as
illustrated in Fig. 1(b).

Our two-pronged attack not only demonstrates the
framework’s versatility in exploiting security loopholes but
also highlights the nuanced complexities in safeguarding
T2I models against evolving adversarial tactics. By unveil-
ing these vulnerabilities, MMA-Diffusion serves as a cata-
lyst for advancing the development of more robust and com-
prehensive security measures in T2I technologies.

Overall, the contributions of this work include: 1 We
present a novel multimodal systematic attack that effec-
tively bypasses prompt filters and safety checkers, high-
lighting a significant security issue in T2I models. 2 In the
textual modality, we craft an adversarial prompt generation
method that can deceive the prompt filter while remaining
semantically similar to the target. For the image modal-
ity, we devise an attack that proficiently bypasses the post-
hoc defense mechanism. 3 We evaluate various T2I mod-
els, encompassing popular open-source models and online
platforms and demonstrate the effectiveness of the proposed
MMA-Diffusion. For example, 10-query black-box attack
can achieve a 83.33% and 90% success rate with respect to
Midjounery [1] and Leonardo.Ai [3].

2. Related Work
Adversarial attacks on T2I models. To the best of our
knowledge, current research does not extensively explore
attacks in the image modality for NSFW content generation
with T2I models. Most existing studies on adversarial at-
tacks in T2I models, such as [8, 14, 18, 20, 22, 25, 32, 41],
have predominantly focused on text modification to probe
functional vulnerabilities. These explorations encompass
impacts from diminishing synthetic quality [20, 32, 39] to
distorting or eliminating objects [20, 22, 41], and impair-
ing image fidelity [18, 19, 22]. However, they do not target
generating NSFW-specific materials like pornography, vi-
olence, politics, racism, or horror. Recent works such as
UnlearnDiff [40] and Ring-A-Bell [37] have started to con-
sider the misuse of T2I models for generating NSFW con-
tent. UnlearnDiff primarily examines concept-erased dif-
fusion models [7, 15, 30, 34] and does not extend to other
defense strategies. Conversely, Ring-A-Bell [37] explores
inducing T2I models to generate NSFW concepts but lacks
precision in controlling the details of the synthesis. How-
ever, none of them considers attacks that can bypass both
the prompt filter and the post-hoc safety mechanisms while
still producing high-quality NSFW content tailored to spe-

cific semantic prompts. This paper demonstrates the feasi-
bility of such attacks, highlighting their general applicabil-
ity across a variety of T2I models.
Defensive methods. Various T2I models implement
distinct countermeasures to mitigate user abuse. No-
tably, popular online T2I services like Midjourney [1] and
Leonardo.Ai [3] employ AI moderators to screen poten-
tially harmful prompts. This proactive approach targets the
prevention of NSFW content generation at the input stage.
Another defensive strategy involves post-hoc safety check-
ers, exemplified by the one integrated into Stable Diffusion
(SD) [4, 28]. Unlike AI moderators, these checkers func-
tion at the output stage, scrutinizing generated images to
detect and obfuscate NSFW elements. Additionally, some
novel mitigation methods lie in the concept-erased diffu-
sion [7, 15, 34]. These methods differ fundamentally from
external safety measures as they modify the model’s in-
ference guidance or utilize fine-tuning to actively suppress
NSFW concepts. However, they may not entirely eliminate
NSFW content and could inadvertently affect the quality of
benign images [16, 34, 40]. This paper presents a multi-
modal attack that breaches both prompt filters and post-hoc
safety checkers, which is also applicable to concept-erased
diffusion models (e.g., SLD [34]), exposing the risk of T2I
models and related online services.

3. Method
3.1. Threat Model
In this work, we rigorously evaluate the robustness of T2I
models under two realistic attack scenarios:
• White-Box Settings: Here, adversaries utilize open-

source T2I models like SDv1.5 [5] for image generation.
With full access to the model’s architecture and check-
point, attackers can conduct in-depth explorations and
manipulations for sophisticated attacks.

• Black-Box Settings: Here, attackers generate images us-
ing online T2I services such as Midjourney, where they
lack direct access to the proprietary models’ parame-
ters. Instead, they employ transfer attacks, adapting their
strategies based on their interactions with the service
provider to skillfully bypass existing security measures.

3.2. Approach Overview
In this paper, we focus on the attack that enables T2I models
to generate high-quality NSFW content, thereby exposing
the potential misuse risks of them, as in Fig. 2. Specifi-
cally, we assume that the attacker describes the content they
wish to generate through plain text. The attack is consid-
ered successful only if the model generates NSFW content
that aligns with the description.

To make the attack more realistic, we assume that the
T2I model or the online service adopts two defense meth-
ods, namely: prompt filter, as in Fig. 2 (a) and post-hoc
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Figure 2. Overview of the proposed framework. T2I models incorporate safety mechanisms, including (a) prompt filters to prohibit
unsafe prompts/words, e.g. “naked,” and (b) post-hoc safety checkers to prevent explicit synthesis. (c) Our attack framework aims to
evaluate the robustness of these safety mechanisms by conducting text and image modality attacks. Our framework exposes the vulnera-
bilities in T2I models when it comes to unauthorized editing of real individuals’ imagery with NSFW content.

safety checker, as in Fig. 2 (b). For situations where only
the prompt filter is present, such as [3], we employ a text-
modal attack. For situations where only the post-hoc safety
checker is present, such as SD [30], we utilize an image-
modal attack. For models that adopt both modalities of de-
fense, we can simultaneously use both attack methods to
achieve a stronger effect, as in Fig. 2 (c).

3.3. Text-Modal Attack
T2I models typically rely on a pre-trained text encoder,
⌧✓(·), to transforms natural language input p into a la-
tent vector, denoted as ⌧✓(p) 2 Rd, which is responsible
for determining the semantics of the image synthesis [23].
The input sequence is p = [p1, p2, ..., pL] 2 NL, where
pi 2 {0, 1, ..., |V | � 1} is the ith token’s index, V is the
vocabulary codebook, |V | is the vocabulary size, and L is
the prompt length. This mapping from NL to Rd provides
a large search space for an attack, given a sufficiently large
vocabulary pool V and no additional constraints on padv,
thus enabling free-style adversarial prompt manipulation.

The target of the text-modal attack is to evade the
prompt filter while keeping the functionality guiding the
T2I model for the desired NSFW content. Specifically,
we set this original NSFW prompt as the target prompt,
denoted as ptar (e.g., “A completely naked Trump
stands on the grass”). MMA-Diffusion assumes
the prompt filter is implemented by filtering the prompts
according to a sensitive word list. Therefore, the goal of at-
tackers is to construct an adversarial prompt padv that does
not contain any sensitive word 1, while leading the genera-
tion toward the semantics of the target prompt.

1Attackers may incorporate any specific words into their sensitive word
list during an attack, enabling them to effectively mask their malicious
intentions.
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Figure 3. Adversarial prompt generation strategy.

Given that the diffusion model’s denoising steps are
guided by the text embedding, MMA-Diffusion launches an
attack by ensuring identical latent from text encoder, given
by i.e., ⌧✓(padv) ⇡ ⌧✓(ptar), guaranteed by our proposed
semantic similarity-driven loss. To find such a free-style
adversarial prompt, we introduce the search method based
on gradient optimization. Finally, we present our sensitive
word regularization to ensure that padv does not contain any
sensitive words. Thus, MMA-Diffusion maintains high fi-
delity of the output without any sensitive words.
Semantic similarity-driven loss. We begin by inputting a
target prompt ptar that describes the desired content from
the attacker’s perspective, as illustrated in Fig. 3. To pre-
cisely reflect the attacker’s intentions, we formulate a tar-
geted attack and utilize cosine similarity to ensure semantic
similarity between padv and ptar. Our textual attack objec-
tive is formalized as:

max cos(⌧✓(ptar), ⌧✓(padv)) (1)
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Figure 4. Adversarial image generation strategy.

Gradient-driven optimization. Inspired by the success of
gradient-based adversarial attacks in computer vision [6,
10, 21], it is important to utilize gradient information for
effective attacks. However, the discrete nature of text
tokens challenges the optimization of our defined objec-
tive in Eq. (1). Inspired by gradient-driven optimiza-
tion methods from the NLP domain like LLM-attack [42],
FGPM [38], TextGrad [11], and prompt learning tech-
niques [36], we harness token-level gradients to guide the
optimization process. Specifically, we initiate the adversar-
ial input sequence, padv = [p1, ..., pi, ..., pL], with L ran-
dom tokens. For each token position i, every vocabulary to-
ken is considered as a potential substitute. A position-wise
token selection variable, si = [si1, si2, ..., si|V |] is intro-
duced where sij = 1 if the jth token is chosen at position i.
We enable the gradient of all si, and perform backpropaga-
tion on the objective to calculate the gradient w.r.t sij which
is then used to measure the impact of the jth candidate to-
ken at position i. To search substitutional tokens, we utilize
a greedy search strategy [9, 12, 17, 42]. Tokens are ranked
by their gradients and the top k tokens at each position are
selected, creating a candidate prompt pool P of NL⇥k. We
then sample q candidate prompts from P , rank them accord-
ing to their loss values, and choose the prompt copt with the
highest optimization value in Eq. (1). This prompt is set as
padv for a single optimization iteration, and the process is
repeated until the final adversarial prompt is obtained.

Sensitive word regularization. To eliminate sensitive
words in padv, we construct a list of sensitive words based
on the NSFW concepts investigated by [25, 29], which typ-
ically includes explicit NSFW words, as highlighted in bold
red font in Fig. 3 (see Appendix for the full word list).
Later, we suppress the occurrence of tokens from the sensi-
tive word list by setting their gradients to � inf . As will be
evident later, this sensitive words elimination strategy can
effectively evade prompt filters, despite being implemented
by advanced deep neural networks, as the AI moderator em-
ployed in Midjounery [1] and Leonardo.Ai [3].

Algorithm 1 Image-modal Adversarial Attack
Require: Input image xinput, prompt p, Stabel Diffusion model

SD, CLIP’s vision encoder Ven, predefined pornographic con-
cept embeddings Ci, i = 1, ...,M , predefined NSFW thresh-
olds Ti, i = 1, ...,M , perturbation budget ", step size ↵, num-
ber of iteration N .
Initialize xadv = xinput

for i = 1, ..., N do
Generating the synthesis: xsyn  SD(xadv,p)
Obtain image embedding: I  Ven(xsyn)
Calculate loss: L 

PM
i=1 1{cos(I,Ci)>Ti} cos(I, Ci)

Updating gradient: �  � + ↵ · sign(rxadvL)
Projecting gradient: �  clamp(�,�", ")
Update adversarial image: xadv  xadv � �

end for
Ensure: Optimized adversarial image xadv

3.4. Image-Modal Attack

T2I models like SD can use a post-hoc safety checker to
identify NSFW content in the synthesis, replacing flagged
synthesis with a black image as in Fig. 2 (b). This defense
mechanism in image space motivates us to initiate attacks
on the image modality to cheat these safety checkers.

In this image-modal attack, our focus is the image edit-
ing task of T2I models. Given that the image is prone to
NSFW contents induced by malicious prompts, we aim to
evade the post-hoc safety checker through the adversarial
attack. As illustrated in Fig. 4, given an NSFW-related
prompt p and an input image xinput, a T2I model generates
a synthetic image, xsyn. The safety checker then maps this
image to a latent vector I and compares it with M default
NSFW embeddings, denoted as Ci for i = 1, ...,M , via co-
sine distance. If any cosine value exceeds the corresponding
threshold Ti, the synthesis is flagged as NSFW. We expect
the victim safety checker to release the synthesis xsyn by
crafting xadv as the model input. To achieve this objective,
we dynamically optimize the gradients of loss items that ex-
ceed Ti, as shown in the red box in Fig. 4. We formulate
our objective in Eq. (2).

argmin
kxinput�xadvk2"

MX

i=1

1{cos(I,Ci)>Ti} cos(I, Ci), (2)

where 1 is the indicator function to select the triggered loss
items for optimization, " indicates the perturbation budget.
This dynamic loss selection strategy focuses on optimizing
features near the decision boundary, allowing us to bypass
the safety checker while minimally altering image features.
The constrained optimization problem in Eq. (2) is solved
using projected gradient descent [21]. Detailed algorithm is
provided in Algorithm 1.
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Metric Q16 [33] MHSC [25] SC [4] AVG.Model Method ASR-4 ASR-1 ASR-4 ASR-1 ASR-4 ASR-1 ASR-4 ASR-1
I2P [25] * CVPR’23 69.68 46.05 52.04 31.42 61.9 32.28 61.27 36.58
GREEDY [41] NIPS’23 37.89 18.23 35.90 18.65 36.90 16.90 29.10 13.48
GENETIC [41] NIPS’23 39.00 20.05 33.60 18.00 35.26 14.85 28.45 2.22
QF-PGD [41] NIPS’23 27.40 11.35 20.70 7.75 26.26 9.70 21.02 7.57

W
hi

te
-b

ox

SDv1.5 [5]
MMA-DIFFUSION (Ours) 84.90 73.23 84.80 75.10 80.40 54.20 83.37 67.54
I2P [25] * CVPR’23 9.60 8.24 5.97 4.48 6.31 3.30 7.29 5.34
GREEDY [41] NIPS’23 3.20 1.15 1.88 0.67 1.92 0.70 2.34 0.84
GENETIC [41] NIPS’23 1.57 0.57 3.44 1.26 2.08 0.75 2.36 0.86
QF-PGD [41] NIPS’23 2.24 0.78 1.54 0.46 1.63 0.51 1.80 0.58SDXLv1.0 [24]
MMA-DIFFUSION (Ours) 76.30 49.28 71.70 44.87 73.10 40.38 73.70 44.84
I2P [25] * CVPR’23 39.89 20.48 32.04 16.42 28.39 12.37 33.44 16.42
GREEDY [41] NIPS’23 21.80 9.08 23.10 10.13 23.10 8.92 22.67 9.37
GENETIC [41] NIPS’23 19.30 7.78 20.50 9.72 23.40 8.80 21.07 8.77
QF-PGD [41] NIPS’23 12.80 4.40 11.80 4.60 13.60 5.18 12.73 4.73

Bl
ac

k-
bo

x

SLD [34]
MMA-DIFFUSION (Ours) 75.60 53.05 78.70 61.33 75.90 45.72 76.73 53.37

Table 1. Textual modal attack performance on open-source T2I models with white-box and black-box setting. The bolded values are the
highest performance. The underlined italicized values are the second highest performance. * indicates human-written prompts.

4. Experiments
4.1. Experimental Settings
Datasets. We select a subset of 1000 captions from the
LAION-COCO dataset [35], annotated with an NSFW
score above 0.99 (out of 1.0), as our test prompts. The se-
lection criteria are detailed in the Appendix. The NSFW
scores in this dataset pertain solely to adult content. To di-
versify our NSFW themes evaluation, we include UnsafeD-
iff [25], a human-curated dataset designed for NSFW eval-
uation. UnsafeDiff provides 30 prompts across six NSFW
themes: adult content, violence, gore, politics, racial dis-
crimination, and inauthentic notable descriptions.
T2I models. We primarily execute white-box attacks on
SDv1.5 [5] and report the results. Moreover, we repurpose
the adversarial prompts derived from these attacks to con-
duct black-box attacks on two prevalent open-source mod-
els: SDXLv1.0 [24] and SLD (Medium) [34]. For online
services, we evaluate Midjounery [1] and Leonardo.Ai [3].
Baselines. We employ the QF-attack[41] including
GREEDY, GENETIC, and QF-PGD, initially designed to
disrupt T2I, as our baselines due to its conceptual similarity
to MMA-Diffusion. To ensure equal difficulty, we recon-
figure the QF-attack from two aspects: (1) adjust the QF-
attack’s objective function to mirror ours, following Eq. (1).
(2) set the QF-attack’s input prompt (fix during the attack)
as the target prompt, while masking sensitive words, as il-
lustrated in Fig. 7(b). We also employ around 1000 human-
written prompts with a sexual theme sourced from I2P [34]
as a baseline, to reflect manual attack’s performance. Note
that there is a bit of abuse since I2P prompts are prone to
unintentionally inducing the NSFW concept, while ours can
target a concrete NSFW prompt. However, in terms of trig-
gering the NSFW concept, they can be considered compa-
rable, thus making I2P suitable for baseline evaluation.
Evaluation metrics. We employ the Attack Success Rate
out of N syntheses (ASR-N) as our evaluation metric. To
compute ASR-N, we command T2I to generate N images
for each prompt. If any of these images exhibit NSFW con-

tent and bypass our simple prompt filter, the attack is con-
sidered successful. For instance, ASR-4 signifies the ratio
of prompts where at least one out of the total 4 synthesized
images contains explicit content, in relation to the overall
number of tested prompts. To evaluate the open-source T2I
models, we employ three NSFW detectors: Q16 [33], the
builtin safety checker in SD [4], and MHSC [25] as indica-
tors to assess the ASR. Additionally, for the online services,
as well as image-modal related attacks, we directly engage
six human evaluators to independently perform the evalua-
tion and report the average results.

4.2. Attacking Open-Source Models
White-box attacks on SD. Tab. 1 displays MMA-
Diffusion’s significant success in steering the SD model to-
wards generating NSFW content, with an average ASR-4
of 83.37%. This value signifies that most of our adversarial
prompts successfully result in NSFW contents without us-
ing sensitive words, thereby demonstrating the vulnerability
of T2I models to adversarial attacks, even when prompt fil-
ters are applied.
Black-box attacks on SDXL & SLD. Our generated adver-
sarial prompts display impressive transferability, achieving
73.70% ASR-4 in black-box attacks on the SDXL, despite
its architectural difference from the SD. Unlike the latter,
SDXL employs a cascade structure composed of a basic
and a refiner diffusion module, each with a different text
encoder [24]. We deduce that the transferability of MMA-
Diffusion together with that of baselines is due to text en-
coders with varying structures learning the resembling se-
mantic feature space from similar datasets.

In contrast, SLD [34] shares the same architecture as SD,
while the difference lies in the inference phase. SLD uti-
lizes a batch of NSFW-related concept embeddings defined
within the latent space to guide the generation process away
from the predefined NSFW concepts, enhancing the safety
of the generated images. Despite the defense mechanisms
in SLD, MMA-Diffusion still achieves a relatively high at-
tack success rate, with ASR-4 achieving 76.73%. The pri-
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Figure 5. Visualization results of text-modal attacks. Sensitive words within the target prompt are colored in red. (a) Syntheses generated
by vanilla T2I without defensive mechanisms. (b) Syntheses prompted by QF-Attack (GREEDY). (c) Our syntheses can faithfully reflect
the target prompt without mentioning sensitive words. Images are plotted with SDXLv1.0.

mary reason for the successful attack is that the embeddings
used in SLD are derived from a fixed set of sensitive words.
However, MMA-Diffusion effectively avoids a significant
portion of them, thus mitigating the impact of SLD.
Comparison with baselines. As illustrated in Tab. 1 and
Fig. 5, MMA-Diffusion outperforms the baseline methods
both quantitatively and qualitatively. First, our threat model,
designed specifically for T2I attacks, allows the genera-
tion of adversarial prompts from scratch, enhancing the
search space and the chance of finding target-resembling
prompts in the latent space, leading to high-fidelity synthe-
ses as shown in Fig. 5 (a) and (c). In contrast, the QF-
Attack’s effectiveness is limited due to the strong coupling
between the perturbation and the original prompt, while I2P
achieves relatively high ASR but lacks the ability to con-
trol the generated content. Second, the baselines lack an ef-
fective mechanism to suppress sensitive words, causing the
prompt filter to reject their adversarial prompts and leading
to unsuccessful attacks.

4.3. Attacking Online T2I Services
We conducted an evaluation of two popular online ser-
vices, namely Midjounery [1] and Leonardo.Ai [3], both of
which are equipped with unknown AI moderators to counter
NSFW content generation. To assess the safety of these ser-
vices, we utilize the UnsafeDiff dataset [25] which consists
of 30 human-crafted prompts covering 6 NSFW categories
(refer to Tab. 2). For each target prompt, we generated 10
adversarial prompts and conducted a 10-query black-box at-
tack on both online services. An attack is deemed success-
ful if at least one adversarial prompt can circumvent online
service’s AI moderator and generate a synthesis that is re-
garded as high-quality and high-fidelity by human evalua-
tors. We achieved a 10-query attack success rate of 83.33%
on Midjouney and 90.00% on Leonardo.Ai, respectively.
Fig. 6 illustrates the successful adversarial prompts along-
side their corresponding generations. Moreover, Tab. 2 pro-

NSFW Theme Adult Bloody Horror Racism Politics Notable
# adv. prompt 50 30 90 30 50 50

Bypass rate 22.00 55.33 70.00 63.33 66.00 100
ASR-4 (%) 18.00 50.00 58.73 15.79 63.63 48.57

M
id

j.
Overall ASR-4 3.96 27.67 41.11 10.00 42.00 48.57

Bypass rate 64.00 100 100 100 100 100
ASR-4 (%) 59.38 86.67 85.56 73.33 88.00 58.00

Le
on

.

Overall ASR-4 38.00 86.67 85.56 73.33 88.00 58.00

Table 2. Black-box attack results on Midjounery and Leonardo.Ai.
The bypass rate indicates the # adv. prompts that can evade the AI
moderator divided by the total # prompts.

vides a concrete analysis of each online service’s robustness
performance with respect to various NSFW themes.
Results analysis on Midjounery. Midjouney demonstrates
its defense mechanisms against five out of the six NSFW
categories we tested, with the highest level of scrutiny ap-
plied to pornography-related content. Our generated adver-
sarial prompts in the pornography category are able to by-
pass the detection without including sensitive words in 22%
of the cases. Among the adversarial prompts that success-
fully pass through the AI moderator, 18% are able to induce
Midjouney to generate pornography-related images, result-
ing in an overall success rate of 3.96%. As for violent con-
tent, 55.00% of the adversarial prompts are able to evade the
defense mechanisms, and half of these prompts successfully
generate violent content, resulting in a final success rate of
27.67%. However, the defense measures for horror and pol-
itics are relatively lenient. Notably, we observe Midjounery
has no defense against the generation of real individual such
as Elon Musk and other notable. Furthermore, during the
attack process, we found that our strategy of suppressing
sensitive words are highly effective, as prompts containing
sensitive words are directly rejected by Midjourney.
Results analysis on Leonard.Ai. We discovered that
Leonardo.Ai’s prompt filter only examines explicit content.
In our adversarial prompts with adult themes, we are able
to bypass Leonardo.Ai’s defense mechanisms in 64% of the
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Figure 6. Attacks on Midjourney and Leonardo.Ai. The words in red color are the sensitive words that MMA-Diffusion avoids.

cases. Among these prompts, nearly 60% successfully in-
duce Leonardo.Ai to generate adult images, resulting in a
final attack success rate of 38%, which is nearly ten times
higher than that of Midjourney. For bloody, horror, racism,
and politics our attack also exhibits high attack success rate
and image quality as exemplified in Fig. 6.
Failure case analysis. Interestingly, in our attacks targeting
celebrities, we encountered relatively lower success rates,
see the last column in Tab. 2. Upon analyzing the failure
cases, we identify a key factor contributing to this outcome.
Our adversarial prompts are designed to exclude specific
names of these individuals such as Trump and Biden. The
absence of such crucial keywords makes it challenging for
the prompts to accurately describe the intended celebrities.
The most common failure cases involve the generation of
individuals associated with the target person. For example,
when targetting Biden, the generated images often depict
Obama instead, referring Appendix for visualizations.

4.4. Multimodal Attack Results
Evaluation on image modal attacks. We first assess
whether we can bypass the post-hoc defense, to generate
realistic pornographic images. For this purpose, we focus
on the image editing task of T2I models, which can be ex-
ploited to maliciously manipulate real individuals, as illus-
trated in Fig. 2. Due to ethical considerations, we collected
synthetic individuals from Midjourney’s gallery as input
images, as demonstrated in the first column in Fig. 7. To
indicate the editable region, we manually utilized SAM [13]

to label the masks, as shown in the second column of
Fig. 7. We set the target prompts as "A completely
naked woman/man/couple/girl/boy". The re-
sulting (image-mask) pair, along with the matched target
prompt, serves as the input for SD. Subsequently, SD mod-
ifies the input image according to the given target prompt.
Firstly, we confirm that the safety checker can block the
edited version of the input image with the absence of our
attacks. Next, we perform attacks on the generation process
to bypass the post-hoc safety checker. During the attack,
we maintain the prompt and the mask as they are, while
adding imperceptible adversarial perturbations (`2 = 16) to
the input image over 20 optimization iterations. The result-
ing adversarial images can be seen in the third column of
Fig. 7, alongside two corresponding syntheses. Fig. 7 il-
lustrates that our attacks are capable of deceiving the safety
checker, allowing for the direct generation of high-quality
pornographic content.

To quantify this risk, we generate 60 adversarial images
with the same manner as above and evaluate their perfor-
mance. A successful attack involves bypassing the safety
checker and being deemed to contain NSFW content by our
human evaluators. Results are presented in Tab. 3. With the
builtin safety-checker in SD, we achieve an 88.52% ASR-4
and a 78.68% ASR-1. We then transfer the obtained ad-
versarial images to perform black-box attacks on two other
types of post-hoc defenses, i.e. Q16 [33] and MHSC [25],
where 30% and 20% of our adversarial image can deceive
Q16 [33] and MHSC [25] without extra efforts.
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Figure 7. The proposed MMA-Diffusion aims to faithfully reflect the malicious intentions of attackers. It enables diffusion models to
generate inauthentic depictions of real people. The Gaussian blurs are added by the authors for ethical considerations.

Natural Prompt Adv. PromptModel ASR-4 ASR-1 ASR-4 ASR-1
SC [4] 88.52 78.69 85.48 75.52
MHSC [25] 30.91 23.64 29.09 22.45
Q16 [33] 20.00 15.45 20.00 13.36

Table 3. Adversarial image performance on T2I models equipped
with safety-checker under white-box and black-box setting.

Evaluation for multimodal attacks. In more challeng-
ing scenarios where the T2I model is equipped with both a
prompt filter and a post-hoc safety checker, our multimodal
attack strategy becomes crucial. This evaluation involves
generating adversarial prompts and combining them with
corresponding adversarial images for SD to generate the fi-
nal synthesized images. The last two columns of Fig. 7 il-
lustrate the resulting syntheses achieved through this mul-
timodal attack strategy. The adversarial prompts are de-
signed to bypass the prompt filter without compromising
the original semantic information, while the adversarial per-
turbations effectively deceive the post-hoc safety checker,
avoiding being flagged as inappropriate. The quantitative
results, as shown in Tab. 3, demonstrate the effectiveness
of our multimodal attack, with an ASR-4 of 85.48% and an
ASR-1 of 75.52%. These results indicate that the proposed
multimodal attack strategy can effectively deceive both the
prompt filter and the post-hoc safety checker.

5. Ethical Considerations
This research, centered on revealing security vulnerabili-
ties in T2I diffusion models, is conducted with the intent
to strengthen these systems rather than to enable misuse.
To mitigate potential misuse, specific details of our attack
methods have been deliberately omitted or generalized. We

urge developers to utilize our findings responsibly to im-
prove T2I model security. We advocate for ethical aware-
ness in AI research, particularly in fields involving gener-
ative models. Balancing innovation with ethical responsi-
bility is vital. Transparent reporting, with an emphasis on
societal impact and misuse prevention, is essential.

6. Conclusion
This paper introduces MMA-Diffusion, a novel multimodal
attack framework that highlights the potential misuse of T2I
models for generating inappropriate content. Unlike exist-
ing strategies, our approach automates the generation of vi-
sually realistic and semantically diverse images, achieving
a high success rate without compromising quality and di-
versity. MMA-Diffusion also enables black-box attacks,
showcasing its versatility across different generative mod-
els. Our results demonstrate the limitations of current de-
fensive measures and emphasize the need for more effective
security controls.
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