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Figure 1. Human-object interaction (HOI) image editing using generated skeleton: We synthesize human interacting with objects
for an initial image using the automated object-interactive diffuser. (a) an initial image to edit. (b) the sequential process of synthesizing
human image with object-interactive skeletons using textual conditions. Given human bounding box and object bounding box our object-
interactive diffuser generate a skeleton interacting with the object. Then a skeleton guided image editing model edit the image with the
generated skeleton. (c) a final result image with the skeleton map. Our method generates the high quality object interactive skeleton map,
and it can easily plug in to the skeleton guided generative model for HOI image editing.

Abstract

Recently, there were remarkable advances in image edit-
ing tasks in various ways. Nevertheless, existing image edit-
ing models are not designed for Human-Object Interaction
(HOI) image editing. One of these approaches (e.g. Con-
trolNet) employs the skeleton guidance to offer precise rep-
resentations of human, showing better results in HOI image
editing. However, using conventional methods, manually
creating HOI skeleton guidance is necessary. This paper
proposes the object interactive diffuser with associative at-
tention that considers both the interaction with objects and
the joint graph structure, automating the generation of HOI
skeleton guidance. Additionally, we propose the HOI loss
with novel scaling parameter, demonstrating its effective-
ness in generating skeletons that interact better. To evalu-
ate generated object-interactive skeletons, we propose two
metrics, top-N accuracy and skeleton probabilistic distance.
Our framework integrates object interactive diffuser that

*These authors contributed equally to this work
†Corresponding author

generates object-interactive skeletons with previous meth-
ods, demonstrating the outstanding results in HOI image
editing. Finally, we present potentials of our framework
beyond HOI image editing, as applications to human-to-
human interaction, skeleton editing, and 3D mesh optimiza-
tion. The code is available at https://github.com/
YangChangHee/CVPR2024_Person-In-Place_
RELEASE

1. Introduction
Look at a photograph of a room like Fig. 1 (a), with-

out any human presence. While being inherently fancy, the
scene gains vivacity when people are added. The addition of
people should not be arbitrary, as only plausible person-in-
place placements can enhance the scene’s natural dynamics.
For instance, in this case, a woman sitting on the bed, a man
leaning against the bed, a boy sitting on the sofa and a child
looking at the flowerpot would be candidates. Is it possi-
ble to synthesize these people altogether with initial image
naturally? This is Human-Object Interaction (HOI) image
editing that we want to solve.

Specifically, an image to edit, person bounding boxes
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and object bounding boxes are required to our method. With
these inputs, it generates the skeletons which interact with
the objects specified by bounding boxes. Finally, we use
off-the-shelf skeleton guided image editing models to edit
the given image. Our method can use multiple bounding
boxes simultaneously but for ease of explanation, Fig. 1
shows the sequential editing process of our method.

There have been significant advancements in image edit-
ing models. Two notable developments are the text-free
editing model [1–10] and the text-guided editing model
[11–27]. Text-free approaches employ the overall context
of an image to fill masked areas. The advancement of text-
guided approaches have been accelerated with the rise of
diffusion models. Prompt-to-Prompt [28] constructs image
editing interfaces only using text prompts. InstructPix2Pix
[18] edits images using text prompts in the form of instruc-
tions. The blended latent diffusion model [23] proposed a
text-guided approach to edit the desired areas using user-
provided masks. However, aforementioned image editing
methods obtain HOI images of low quality. This is because
there is no module for object interaction widely considered
in the general HOI fields [29–38] (HOI detection, HOI 3D
motion generation, etc.).

Recently, numerous studies of text-guided models such
as ControlNet [39] employ controlling conditions, e.g.,
edge, segmentation map, skeleton, for precise image edit-
ing and generation. As the utilization of these conditions
offer precise representation of the subjects within the im-
age, a high-quality image can be generated using control-
ling conditions. Among several conditions, skeleton guid-
ance is mainly utilized to generate human-centric images,
as shown in HumanSD [40]. In order to edit HOI images,
object-interactive skeleton is required.

This paper proposes a novel framework for HOI image
editing. Our framework consists of two stages. The first
stage generates object-interactive skeletons, while the sec-
ond stage generates HOI images using existing image edit-
ing models with skeleton guidance. We employed Control-
Net [39] as the second stage model. Our framework shows
its flexibility, since the second stage model can be replaced
with any skeleton-guided image editing models [39–42].

In the first stage, our framework employs object inter-
active diffuser with the novel associative attention (A.A.)
module to generate a object-interactive skeleton automati-
cally. Notably, the A.A. module is a key contributor to gen-
erate skeleton-involving object interaction. Through the de-
noise process, the module uses object conditioning as key
and value, while adopting image conditioning combined
with noise pose embedding as query. The A.A. network
computes attention between object and joint, which enables
the natural interaction with object by considering relation-
ship between the joint and the object. Moreover, the net-
work propagate joint-wise features, stabilizing the consis-

tency between joints. We are the first to present an A.A.
mechanism which enables propagation based on relations
of skeleton joints.

Finally, we also discovered the potentials of our method
as follows. First, it makes it possible to generate an user-
desired output. The automatically generated skeleton can
be adjusted by users. Second, the generated skeleton can
be optimized by SMPLify [43] to generate more aligned
pseudo SMPL [44] ground truths (GTs). Third, our method
could be used to human-to-human interaction.

The overall contribution can be summarized as follows:
• To the best of our knowledge, we are the first to attempt

HOI image editing.
• We propose an automatic skeleton generation module:

object interactive diffuser. Moreover, we propose a novel
A.A. mechanism which considers the graph structure of
joints and the relationship between an object and joints.
Additionally, we propose the HOI loss with novel scaling
parameter Jointparam, demonstrating its effectiveness in
generating skeletons that interact better.

• Our framework outperformed quantitatively and qualita-
tively in HOI image editing field. In addition, we quali-
tatively show the synthesized results of multiple persons
interacting with objects. Moreover, we present two novel
metrics to measure how naturally the generated skeleton
interacts with objects.

2. Related Works
Image Editing: Techniques in image editing can be cat-

egorized into text-free and text-guided methods. Text-free
methods [1–10] focus on filling masked areas of an im-
age by utilizing the image’s overall context, aiming for a
natural synthesis. For example, CoModGAN [3] propose
co-modulated generative adversarial networks (GANs), a
new method to reduce the gap between image conditional
and unconditional GANs [45]. Text-guided methods can
be divided into two parts. The first approach involves edit-
ing images based on a single text porompts, simplifying
the editing process by adjusting the images’s overall con-
text according to the provided instructions [11–20]. Thus
it is useful to modify overall context of the image. For
instance, Instruct-Pix2Pix [18] edits an input image using
user-provided instructions what the model should do. The
second approach combines a textual prompt with a local
mask for precise editing of specific areas, leveraging both
the prompt and the image’s surrounding context for detailed
modifications [21–27]. GLIDE [25] exemplifies this ap-
proach by using a two-stage diffusion model process, start-
ing with a low-resolution generation followed by an up-
sampled refinement based on the text prompt. These works
above do not target the HOI image editing task. Hence,
these editing would not properly conducted.

Skeleton Guided Image Generation: The latest ad-
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Figure 2. Overview of proposed framework: Our proposed framework uses a cropped image from a person bounding box as an input
and the object bounding box. (Left) These are used to extract a image and an object features. (Middle) The extracted features are used
as a image and object conditioning respectively in our object interactive diffuser. Using these conditionings, the object interactive diffuser
comes to see the object-joint and joint-joint relationships then generate a denoised skeleton based on diffusion process. (Right) The
synthesized skeleton together with a masked image using a person bounding box is used to edit image with off-the-shelf inpainting model.

vancements in image generation, especially diffusion mod-
els [6, 46, 47], have demonstrated remarkable capabilities in
producing high-quality images across various domains such
as [48–50]. Yet, accurately rendering human figures, which
require detailed attention to both form and nuances, remains
a challenge. To address this, recent works have been made
to incorporate additional condition maps. Techniques like
[39–41, 51–54] introduce additional condition maps, such
as edges segmentation maps and skeletons to enhance the
depiction of human figures. However, a critical limitation
of these models lies in their inability to autonomously gen-
erate these additional information. This necessitates man-
ual acquisition of such data so that these image generation
models face constraints due to the need for manual input of
supplementary details. In light of these challenges, we pro-
pose a method that amalgamates the realms of editing and
human guidance image generation.

Human Object Interaction (HOI): The HOI domain
emphasizes understanding and generating interactions be-
tween humans and objects. For instance, in the field of
HOI detection [29, 55–60] which detect simultaneously hu-
man and object with their interaction, PaStaNet [29] is
one example. The author of the PaStaNet [29] propose
a method which considers a relationship between human
body parts and objects. In HOI video detection which de-
tect human and object relationship within videos, the au-
thor of [37] proposed graph parsing neural network (GPNN)
which is a end-to-end framework that represents HOI graph
structure explicitly with automatic optimal graph parsing.
In addition, in HOI 3D motion generation [30, 61, 62]
which reconstruct object interactive human motion using
text, Humanise [30], uses self-attention to incorporate tex-
tual prompt with object point clouds. Finally, in HOI 3D re-
construction field [31, 63–67] which reconstruct a mesh or
3D primitives of object and human interaction are these ex-
amples, CHAIRS [31], estimate the root 6D pose of the ob-

ject by considering the image feature and the SMPL-X [68]
parameters. HOI is actively researched in various fields, and
we are the first to attempt HOI image editing.

Attention Mechanism: The introduction of the trans-
former by [69] has revolutionized the use of transformers,
significantly impacting various domain, including computer
vision. Attention mechanisms enhance model performance
by focusing on relevant features within an image, improv-
ing tasks like image classification, semantic segmentation
and object localization. This approach has been integrated
with convolutional neural networks (CNNs) to refine the
extraction and processing of informaiton. Notable imple-
mentations include the squeeze and excitation [70], bottle-
neck attention module [71], convolutional block attention
module [72], global context [73] and joint and triplet atten-
tion methods [74]. These mechanisms vary in their han-
dling of feature inter-dependencies across channel and spa-
tial dimensions, improving model accuracy and efficiency.
Our work introduces an innovative application of attention
mechanisms, specifically in the context of conditioning.
This novel approach sets our method apart from existing
techniques, demonstrating superior performance both quan-
titatively and qualitatively.

3. Proposed Method
In this section, we introduce our proposed image editing

framework shown in Fig. 2. As shown at the top of the Fig.
2, our framework consists of three parts: feature extractor,
object interactive diffuser, and skeleton guided image edit-
ing model. An image feature map, an object feature map
and a joint confidence are extracted from feature extrac-
tor. Next, these feature maps are processed and fed into the
object interative diffuser. Here, a noisy skeleton from the
Gaussian distribution is used in denoising process as an ini-
tial skeleton. This process is repeated to generate an object-
interactive denoised skeleton. Finally, through the skele-
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ton guided image editing model, the generated skeleton and
the masked image using a person bounding box are used
to edit the image. Notably, this part can be combined with
any image editing model that uses a skeleton as a condition.
These part aforementioned parts are splited into two stage;
the stage to generate objective-interactive skeleton and the
stage to edit image with the generated skeleton guidance
which is shown in Fig 2

3.1. Feature Extraction

In this section, we detail the feature extraction pro-
cess which includes object and image features alongside
joint confidences. Starting with an input image Iinput ∈
R256×256×3 cropped to a person bounding box, we utilize a
pretrained ResNet [75] for feature extraction. Specifically,
object features FObj ∈ R8×8×1024 are derived from the
third ResNet block’s feature maps, chosen for their spatial
information retention, via ROI pooling [76]. Image features
FImg are extracted from the fourth block’s feature maps and
processed through an MLP to estimate the confidence of
each joint.

3.2. Object Interactive Diffuser

In this section, we introduce novel object interactive
diffuser for object-interactive skeleton generation. This
method is motivated by [77–79]. It iteratively creates a de-
noise embedding using our A.A. network. As shown in the
right side of Fig. 3, the A.A. network uses the object and
image conditioning to take into account the relationship be-
tween object and joints, as well as the relationship among
joints. The A.A. first computes alignment using image and
object conditionings. This alignment contains correlation
of each joint. Unlike previous attention mechanisms that
directly use this alignment to compute attention, our A.A.
use GNN to propagate this per joint embedding. This prop-
agated alignment is used to compute attention to estimate
joint location.

3.2.1 Objective Interactive Conditioning

Before passing through A.A. network, we compute an
image and object conditioning, using the image and object
feature maps FImg and FObj as followings:

Icondition = f(FImg) ∈ RNJ×NE , (1)
Objcondition = Conv(FObj) ∈ RN2

p×NE , (2)

where f(·) is MLP network, Np be the dimension of
pooled feature and Conv(·) is a convolutional neural net-
work. The image conditioning is summed with noise pose
embedding (NPE) which are NJ noisy joints containing a
embedding of a pose, where NJ is the number of joints
and NE be the embedding dimension as following formula.
Icondition and Objcondition stand for image conditioning
and object conditioning respectively.

3.2.2 Associative Attention Network

Associative Joint Propagation
As mentioned at Eq. 2, the object conditioning

Objcondition denotes the spatial information of the object
contained in the image. This is important because, which
part of the object to interact with is crucial when calculat-
ing meaningful attention to each joint. Consider a pixel on
the snowboard and a pixel outside the snowboard in the Fig.
3. Our A.A. network computes alignment using both im-
age conditioning and object conditioning and propagate this
alignment with GNN. Therefore, the attention computed us-
ing a pixel inside the snowboard is stronger than using a
pixel outside the snowboard. These process is depicted in
the left side of Fig. 3 which is the process for computing
alignment. In the context of the paper [69], we employ the
image conditioning summed with noise pose embedding as
a query Q and the object conditioning as a key K shown in
Eq. 4 and Eq. 5, respectively. Then the alignment is com-
puted as QKT . The compute alignment A as followings:

A = Q ·KT , (3)

where NPE is the noise pose embeddings, Q and K are

Q = Icondition + NPE, (4)

K = Objcondition. (5)

This section explains how the previously mentioned align-
ment can be used to discover the relationship between
joints, using a GNN to compute attention unlike previous at-
tention based mechanisms. We employ an adjacency matrix
which stores the connectivity between joints. It is following
the format of MSCOCO [80]. It preserves the relationship
between connected joints and eliminates the unconnected
ones. Let W ∈ RN2

p×N2
p be a matrix of trainable parame-

ters and Aadj ∈ RNJ×NJ be a adjacency matrix of a given
skeleton. The GNN G as followings:

G(A) = Aadj ·A · W ∈ RNJ×N2
p . (6)

We named G(A) joint embeddings, since we compute
attention to estimate joints of skeleton.

Consider a pixel on the snowboard in the Fig. 3 again.
The attention between a pixel on the object and the joints
should be higher than others. However, the joint that inter-
acts with an object should also have a high degree of as-
sociation. For this reason, our GNN is essential within the
entire model.
Associative Attention Computation

The propagated joint embeddings are now used to com-
pute attention score of each joint. We denote the output of
the A.A. as J which is depicted as denoise process in Fig.
2 and Fig. 3. This process can be expressed with the fol-
lowing formula:
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Figure 3. The denoise process first estimate the correlation be-
tween the object and the joints, and then it considers the relation-
ship between the joint themselves using a GNN. After that, the
object conditioning is used to predict which joints are most likely
to interact with the object. The pixels located inside the snowboard
have higher attention score on joints such as hands or foot.

J = softmax(G(A)) · V (7)

where G is a GNN. In Fig. 4, we illustrate the attention
scores assigned to each joint. Notably, pixels associated
with the tennis racket grip, marked in red, received higher
attention for the hand joint compared to non-interacting
parts. Additionally, neighboring joints that are not in direct
contact with objects but interacting with the object showed
higher attention scores relative to others far from interact-
ing. For instance, the eyes have higher attention score due
to their focus on the pixel highlighted in yellow. These ob-
servations suggest that employing a GNN could generate a
more nuanced skeleton representation.

3.2.3 Iterative Denoising Process

The attention process described in Fig. 3 is repeated ND

times which is designed to gradually reduce noise from the
skeleton. After the denoised skeleton is generated, it is used
as an input to the next denoising block. This can be ex-
pressed with the following formula:

Qi = Icondition + Ji−1, (8)

Ai = Qi ·KT , (9)

Ji = softmax(G(Ai)) · V. (10)

We denote Ji be the i-th denoise embedding in Eq. 10
and Ai is the i-th alignment. Moreover, we formally write
J0 = NPE. In our experiments, we choose ND = 10. In
this way, our proposed method generates a skeleton inter-
acting with an object than naı̈ve attention methods. We will
compare this in the experiment section.

Figure 4. This figure visualizes which joint has the greatest asso-
ciation with features corresponding to selected pixels in the image
colored red, yellow and orange. The size of the circle indicates the
degree of association. The degree of association is computed as
softmax(G(QND ·KT )) in Eq. 10.

3.3. Skeleton Guided Image Editing

In this section, we introduce how we edit the input im-
age using the aforementioned generated skeleton. The im-
age masked using a person bounding box and the skeleton
generated from the previous module are used as an input
for image editing. We use an off-the-shelf image inpainting
model [81]. Existing inpainting models use an input image
with a handmade skeleton image to fill predefined masked
area by a person bounding box. However, our model di-
rectly uses the generated skeleton to inpaint the hole. In our
experiment, we use ControlNet-Inpaint [81] as an inpaint-
ing model. The skeleton guided generation models could
be altered into models such as HumanSD [40], T2I-Adpater
[41] and Uni-ControlNet [42].

3.4. Network Training

From the feature extractor to object interactive diffuser
with A.A. which creates an object-interactive skeleton. This
is trained end-to-end. Our objective is defined as follows:

LHOI = λ× Jparam × Linit
joint + Lconf , (11)

where λ is a hyper-parameter, Linit
joint is L1 distance between

generated joints and GT joints, and Lconf is the L1 loss be-
tween predicted confidences and GT confidences. Jparam
is defined as

Jparam = softmax
(

1

dist(JGT , center(Bobject))

)
. (12)

where center(·) is a function which computes the center of
a bounding box. This is designed to penalize loss as the dis-
tance from the center of the object bounding box to the GT
joint increases, and conversely to reward loss as the distance
decreases. We choose the Euclidean distance to measure a
distance between the center of object bounding box and a
joint location which is denoted as “dist(·, ·) ∈ M” in Eq.
12 where M is the metric space. We update the initial joint-
wise loss using Jparam as a scale factor. We use λ = 104 in
our experiments.

4. Experiments
In this section, we quantitatively and quantitatively com-

pare our method with existing methods, demonstrating the
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effectiveness of our framework. We show that our A.A.
module generates object-interactive skeletons well. More-
over, we conducted an ablation study comparing various
methodologies with our method to demonstrate the neces-
sity of our method. We use GT from V-COCO [82] training
dataset and use LaMA [1] as an inpainting network. The de-
tails of user study, dataset and discussions on editing over-
lapped skeletons are on our supplementary materials.

4.1. Evaluation Metric

4.1.1 Metrics for assessing the quality of images

To quantitatively compare our framework with existing
methods, we use Frèchet Inception distance (FID [83]),
Kernel Inception distance (KID [84]) and CLIP score (CS
[85]) as evaluation metrics. FID and KID measure how re-
alistic generated images are in comparison to GT images.
CS measures the extent to which the generated images are
aligned with the text conditions. The detail explanations of
these metrics are on our supplementary materials.

4.1.2 Metrics for assessing the quality of interaction

Object interaction top-n accuracy: This metric repre-
sents the extent to which the interacting joints in the gener-
ated image are similar to interacting joints in the real world.
It is accuracy computed for each joint, such that it is one
if n closest generated joints inside the object bounding box
have the same index as the GT joint.

Skeleton Probability Distance (SPD): SPD measures
the extent to which the joints interacting with an object are
similar to the real world data per joints. The IoU of object
bounding box and the bounding box covering joints is cal-
culated. This IoU is computed for the bounding box cover-
ing GT joints and estimated joints, respectively. The size of
bounding box is a manually defined. The joint-wise calcu-
lated IoUs are normalized by softmax. A distance between
normalized joint-wise IoUs of GT and estimated joints is
computed with Jensen-Shannon distance [86]. The SPD of
bounding boxes of GT joints B = {Bi} and bounding boxes
of predicted joints B̂ = {B̂i} is defined as:

BP = softmax(IoU(Bobject,B)), (13)

SPD(B, B̂;Bobject) = dist(BP , B̂P). (14)

We discussed more of our SPD in the supplementary ma-
terials.

4.2. Quantitative Results

Table 1 shows quantitative results on various editing
models. The average performance of text-guided editing
model is better than that of text-free editing models. In

Table 1. Quantitative results comparing our framework to pre-
vious image editing models: Our framework outperforms others
on the metrics indicating image quality FID [83], KID [84] and
metric measuring prompt alignment to image CS [85].

Comparision Editing Model
Evaluation Metric FID [83] (↓) KID [84] (↓) CS [85] (↑)

Text-Free Editing Model
LaMA [1] 59.30 0.0342 27.08
MAT [2] 77.55 0.0479 21.87

CoModGAN [3] 52.30 0.0282 26.18
Text-Guided Editing Model

Instruct-Pix2Pix [18] 45.37 0.0200 28.44
MagicBrush [19] 60.01 0.0381 28.89

HIVE [20] 56.38 0.0346 27.70
Glide [25] 63.14 0.0344 25.70

BLDM [24] 25.52 0.0090 29.06
SDXL-Inpainting [27] 25.01 0.0082 29.63

SD-Inpainting [26] 28.16 0.0087 29.24
SD-Inpainting [81] + Ours 24.04 0.0054 30.48

addition, our method shows the best performance quantita-
tively. Our method uses the same diffusion backbone of SD-
Inpainting and improved 4.12 in FID [83], 0.0033 in KID
[84] and 1.24 in CS [85] than vanilla SD-Inpainting [26].
Moreover, SD-Inpainting [26] using our method outper-
forms SDXL-Inpainting [27] which is an enhanced model
of SD-Inpainting [26]. This demonstrates the significance
of our method in HOI image generation.

4.3. Qualitative Results

Fig. 5 shows the qualitative results of image editing using
ours and other models. We divided this figure into two parts:
the upper and the lower parts. The upper part shows the
results of generating a single person while the lower part
shows the results of generating multiple people. The upper
part shows other models generate incomplete or no humans
using a textual prompt. Even when a human is generated,
a human misaligned to a textual prompt or non-interactive
human is synthesized.

Moreover, in case of editing multiple areas, SD-
Inpainting [26] and SDXL-Inpainting [27] do not edit image
properly. They tend to just fill in the inner areas using exter-
nal information. This is demonstrated in the bottom of the
figure. SD-Inpainting [26] does not generate any human,
while SDXL-Inpainting [27] generates human in unsuitable
size. However, our model edits the original image properly
for object interaction. We experiment this task with three
models on the same condition. Due to lack of space, addi-
tional qualitative results are in the supplementary materials.

4.4. Ablation study

In this section, we compare the results with and without
our joint parameter on different methodologies. Moreover,
we experiment with detailed designs for our object interac-
tive diffuser. As a result of this experiment, we conclude
our proposed method is best suited for the task.
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Figure 5. Top: Qualitative results when generating a single person using CoModGAN [3], Instruct-Pix2Pix [18], Stable-Diffusion Inpaint-
ing (SD-Inpainting) [26]. (Top left) Incomplete or no humans are generated using other models. (Top right) Even though humans are
generated, the misaligned or non-interactive humans are synthesized. Bottom : Demonstration of image editing with SD-Inpainting [26],
SDXL-Inpainting [27] and ours. Other models did not generate a human even using a guided skeleton.

Table 2. Quantitative results with and without the proposed
Jointparam using different methodologies: Numbers marked in
red show the increments using our Jointparam.

ResNet [75] Backbone Comparision Using Our Jointparam
Method Object interaction Skeleton

evaluation Top 1 (↑) Top 3 (↑) Top 5 (↑) distance (↓)
MLP (R 50) 58.9(+0.8) % 65.1(+0.5) % 68.2(+0.9) % 0.1336(-0.0032)
MLP (R 101) 60.8(+1.9) % 67.2(+1.9) % 68.6(+0.8) % 0.1309(-0.005)
MLP (R 152) 58.6(+1.8) % 64.8(+2.0) % 67.3(+1.9) % 0.1310(-0.003)
GNN (R 101) 58.6(+1.0) % 64.7(+0.8) % 67.2(+1.4) % 0.1312(-0.002)

Ours 64.0(+1.5) % 69.3(+0.6) % 71.5(+0.3) % 0.1263(-0.003)

4.4.1 Effect of scale factor

The experimental results demonstrating the effectiveness of
our proposed joint parameter Jparam are presented in Ta-
ble. 2. To show that joint parameter is suitable for our task,
even when applied to arbitrary models, we conducted exper-
iments on three naı̈ve models and our model. Even with the
naı̈ve models only consist of ResNet [75], the object inter-
action accuracy has been increased. Notably, the increment
of top-1 accuracy with our method is remarkable. This is
because the increase in this metric indicates that the propor-
tion of joints most associated with the object has increased.
In addition, the decrement of SPD demonstrate that our pro-
posed Jparam plays a role in bringing the interacting object
and joints closer together.

4.4.2 Effect of attention mechanism

We conducted experiments from a methodological perspec-
tive shown in Table. 3. The model without using no atten-
tion, attention only, attention before GNN and ours. Our
method outperforms others significantly. The highest top-
1 accuracy and the SPD show that our method generates a
skeleton which interacts better with objects. The detailed

Table 3. Quantitative comparison based on structure of at-
tention mechanisms: Our A.A. module outperforms others us-
ing object conditioning. The method “Attention + GNN” stands
for a method use attention to generate an initial skeleton and post-
process using a GNN.

Comparison Specific Diffusion Module
Method Object Interaction Skeleton

Evaluation Top 1 (↑) Top 3 (↑) Top 5 (↑) Distance (↓)
No Attention 61.4 % 67.4 % 69.6 % 0.128490

Attention 62.0 % 67.7 % 70.2 % 0.128255
Attention + GNN 60.6 % 67.1 % 69.3 % 0.129377

Associative Attention 64.0 % 69.3 % 71.5 % 0.126361

methodologies are provided in our supplementary materi-
als.

Additionally, the comparison with and without our A.A.
is shown in Fig. 6. Using our A.A., the joints that asso-
ciate strong with the object get closer to the object than not
using it. In addition, the generated skeletons are more nat-
ural because the relationship of each joint is considered us-
ing GNNs. For instance, Fig. 6 (a) which is the case that
a skeleton is on the snowboard or skateboard, the holistic
structure of a skeleton does not collapse using our proposed
method. This is because, the A.A. contemplates the struc-
tural relationship of a skeleton using a GNN. Fig. 6 (b),
the results from attention exhibit interaction with only one
hand. However, our method generates skeletons of which
both hands interact with object and generates more natural
postures with object interaction. Fig. 6 (c) shows that joints
required to interact with object get closer to it.

5. Applications
This section, we show that our framework could be ex-

tended or applied to various tasks. As shown in Fig. 7 (a),
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Figure 6. This figure shows the results with and without A.A.
when generating a human skeleton. The “Attention” in figure
means the attention module which is in Table. 3. Using A.A. the
skeletons are generated towards the target object to interact with.

we show the potentials for expansion from object-to-human
interaction to human-to-human interaction. We experiment
with its applicability by simply changing an object bound-
ing box to a person bounding box. We were able to get a
skeleton who dances, step on people and surprise.

Additionally, we can manually rearrange the skeleton
shown in Fig. 7 (b). Most editing models heavily rely on
prompts so we have to modify prompts elaborately or might
change random seeds until we get desirable results. How-
ever, using our framework we obtain an estimated skele-
ton from the network and users can manually rearrange the
skeleton to obtain what they want. Therefore, more elabo-
rate modification is possible. This alleviates heavy reliance
on the prompt that existing editing models have. In addi-
tion, we experimented with automatic modification using
PoseStylizer[48] as well as manually adjusting the skeleton.
We discussed this in the supplementary materials.

Finally, obtaining 3D human mesh is possible shown in
Fig. 7 (c). Owing to the recent development of image gen-
erative models, powerful data augmentation tools were used
in face-related datasets [87]. This development has shown
promise in a variety of task such as hand and human pose.
However, most editing or generative models only rely on
prompts to generate images. If the result is unsatisfying,
users should accept or reject the output and there is no other
option, since it is hard to change generated human in the im-
age. They might compromise to use them even if there is a
misalignment with the prompt. However, using our frame-
work to optimize 3D human mesh with SMPLify [43], we
would obtain a much elaborate and precise pseudo 3D hu-
man mesh dataset. This technique is a well-known method
in the 3D human mesh estimation field. These extensive
applications are our strength.

Our framework can be developed in various fields and is
more practical than existing editing models. We believe that
the development of this technology would be helpful on the
field of computer vision in the future.

Figure 7. This figure shows three application cases using our
framework. (a) demonstrates its extension to human-to-human in-
teraction, (b) shows that manual editing of the predicted skeleton
can enhance the image quality better. Moreover, (c) shows the
results of 3D mesh optimization using SMPLify [43].

6. Conclusion

In this study, we proposed a method for generating as-
sociative skeleton guidance maps. It considered the rela-
tionship between an object and a skeleton to generate inter-
active skeleton guidance map. Through this method, it is
possible to synthesize a human interacting with an object
naturally. Moreover, it is easy to plug in skeleton guided
generative models. We demonstrated that our method out-
performs the others qualitatively and quantitatively. In ad-
dition, we showed the potentials of our framework in new
applications.
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