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Abstract

Diffusion models have demonstrated exceptional efficacy
in various generative applications. While existing models
focus on minimizing a weighted sum of denoising score
matching losses for data distribution modeling, their train-
ing primarily emphasizes instance-level optimization, over-
looking valuable structural information within each mini-
batch, indicative of pair-wise relationships among samples.
To address this limitation, we introduce Structure-guided
Adversarial training of Diffusion Models (SADM). In this
pioneering approach, we compel the model to learn mani-
fold structures between samples in each training batch. To
ensure the model captures authentic manifold structures in
the data distribution, we advocate adversarial training of the
diffusion generator against a novel structure discriminator
in a minimax game, distinguishing real manifold structures
from the generated ones. SADM substantially outperforms
existing methods in image generation and cross-domain
fine-tuning tasks across 12 datasets, establishing a new
state-of-the-art FID of 1.58 and 2.11 on ImageNet for class-
conditional image generation at resolutions of 256 x256 and
512x512, respectively.

1. Introduction

Diffusion models [20, 56-59, 73] have achieved remarkable
generation quality in various tasks, including image genera-
tion [12, 50-52, 67, 74, 75, 79], audio synthesis [4, 33, 49],
and interdisciplinary applications [21, 24, 71]. Starting from
tractable noise distribution, diffusion models generate data
by progressively removing noise. This involves the model
learning to reverse a pre-defined diffusion process that se-
quentially introduces varying levels of noise to the data. The
model is parameterized and undergoes training by optimizing
the weighted sum of denoising score matching losses [20]
for various noise levels [57], aiming to learn the recovery of
clean images from corrupted images.

*Contributed equally.
Corresponding authors.
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Figure 1. Comparison between previous instance-level training and
our structure-guided training for diffusion models.

Aiming to maximally model the data distribution, recent
works [28, 42, 60, 63, 72, 76] attempt to improve the pre-
cision of training diffusion models. For instance, many
approaches design effective weighting schemes [8, 17, 30,
42, 60, 76] for maximum likelihood training or add an extra
regularization term [10, 37, 46] to the denoising score loss.
There are also some works to enhance the model expressive-
ness by incorporating other generative models, such as VAE
[31, 51, 63], GAN [69], and Normalizing Flows [29, 43, 78].
However, their improved training of diffusion models primar-
ily concentrates on instance-level optimization, overlooking
the valuable structural information among batch samples.
This oversight is significant, as the incorporation of struc-
tural details is crucial for aligning the learned distribution
with the underlying data distribution.

To mitigate the challenges posed by existing instance-
level training methods, we propose Structure-guided
Adpversarial training of Diffusion Models (SADM). In con-
trast to conventional instance-level training illustrated in
Fig. 1, our approach guides diffusion training at a structural
level. During batch training, the model is facilitated to learn
manifold structures within batch samples, represented by
pair-wise relationships in a low-dimensional feature space.
To accurately learn real manifold structures in the data dis-
tribution, we introduce a novel structure discriminator that
distinguishes genuine manifold structures from generated
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FID: 4.59, Recall: 0.52

ADM-G

FID: 3.14, Recall: 0.61

ADM + Structure-guided Adversarial Training

Ground Truth

Figure 2. Generated samples on ImageNet 256 x 256 with (i) ADM with Classifier Guidance (ADM-G) [12], (ii) ADM optimized by our
Structure-guided Adversarial Training, and (iii) real samples in ground truth classes. We can significantly improve diffusion models
qualitatively and quantitatively, and our generated sample distribution is overally more similar to real sample distribution. See Appendix C

for more synthesis samples of our SOTA model.

ones. For clarity, we alternatively refer to the diffusion mod-
els optimized through our structure-guided training as joint
sample diffusion, a concept theoretically proven to enhance
diffusion model optimization.

We assess the performance of our model across two
pivotal tasks: image generation and cross-domain fine-
tuning. The former involves training the diffusion model
from scratch to evaluate its capability in capturing the en-
tire data distribution. The latter leverages a pre-trained dif-
fusion model, constructed on a large-scale source dataset,
and fine-tunes it on a target dataset to assess transferabil-
ity. Our extensive experiments consistently demonstrate
that our approach significantly improves the model’s abil-
ity to effectively capture the underlying data distribution
(Fig. 2). SADM achieves state-of-the-art results across 12
image datasets, including ImageNet [11]. Furthermore, we
observe its potential for facilitating rapid adaptation to new
domains in cross-domain fine-tuning tasks. We summarize
our contributions as follows:

* To the best of our knowledge, we are the first to propose
Structure-guided Adversarial Training to optimize dif-
fusion models from a structural perspective.

* We theoretically show that SADM is superior in capturing
real data distribution, and can generalize to various image-

and latent-based diffusion architectures (e.g., DiT [47]).

* We substantially outperform existing methods on image
generation and cross-domain fine-tuning tasks, achieving
a new state-of-the-art FID of 1.58 and 2.11 on ImageNet
at resolutions of 256256 and 512x512, respectively.

2. Related Work

In this work, we focus on improving the training of diffu-
sion models. Here, we review previous related works and
compare our SADM with them.

Modifying Training Objectives of Diffusion Models A
line of research modifies training objectives to achieve state-
of-the-art likelihood [8, 42, 60, 74]. Song et al. [60] propose
likelihood weighting to enable approximate maximum likeli-
hood training of score-based diffusion models [57-59] while
ContextDiff [76] introduces an effective shifting scheme for
facilitating the diffusion and training processes of diffusion
probabilistic models [20, 56] to achieve improved sample
quality with stable training. Lai et al. [37] and [10] introduce
an extra regularization term to the denoising score loss to
satisfy some properties of the diffusion process. However,
these improvements mainly focus on sample-level optimiza-
tion, neglecting the rich structural information within batch
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samples, which is critical for aligning the learned distribu-
tion and data distribution. Hence, we enforce the model to
maximally learn the manifold structures of samples.

Combining Additional Models for Diffusion Training
Another line of research incorporates other models to im-
prove the stability and precision of diffusion training. For
example, INDM [29] expands the linear diffusion to trainable
nonlinear diffusion through a normalizing flow to improve
the training curve of diffusion models. Jolicoeur-Martineau
et al. [26], Kim et al. [28] improve diffusion models with
adversarial learning while Xiao et al. [69] model each de-
noising step using a multimodal conditional GAN. LSGM
[63] and LDM [51] conduct diffusion process in the seman-
tic latent space obtained with a pre-trained VAE. Although
these combinations strengthen the model expressiveness for
capturing data distribution, they are still limited in modeling
the underlying manifold structures within training samples.
We propose a novel structure discriminator for adversarially
learn the diffusion model from a structural perspective.

3. Preliminary

Diffusion Models We consider diffusion models [20, 56,
57] specified in continuous time [4, 31, 59, 62]. Given
samples x from a data distribution ¢o (%), noise schedul-
ing functions ay, oy, a diffusion model has latent variables
x = {x;|t € [0,1]}, and the forward process is defined
with g(x¢|x0), a Gaussian process satisfying the following
Markovian structure:

a(x¢[x0) = N (x¢; v, 07 1), )
Q(thxs) = N(Xt; (at/as)xsyaasI) (2)
where 0 < s < ¢t < 1 and afls = (1 —eM )02, and

¢ = log[a? /o?] denotes the log signal-to-noise-ratio [31].
The goal of the diffusion model is to denoise x; ~ ¢q(x¢|Xo)
by estimating Xy (x;) &~ xo. We train this denoising model
Xg using a weighted mean squared error loss

Eooe.t [w(Ae) IR0 (x¢) — X0l[3] 3)

over uniformly sampled times ¢ € [0, 1]. This loss can be
justified as a weighted variational lower bound on the data
log likelihood under the diffusion model [31] or as a form of
denoising score matching [57, 64]. w(\;) is a pre-specified
weighting function [31].

4. Proposed Method

We introduce the proposed SADM in detail (Fig. 3). In
order to maximally learn the structural information between
real samples, we propose structure-guided training of diffu-
sion models in Sec. 4.1. Then we design a novel structure

discriminator for adversarially optimizing the training pro-
cedure from a structural perspective in Sec. 4.2. Finally,
we alternatively interpret our structure-guided training of
diffusion models as joint sample diffusion with theoretical
analysis for bettwen understanding in Sec. 4.3.

4.1. Beyond Instance-Level Training

We first review the previous instance-level training methods
for diffusion models. Generally, they train the diffusion
model with a finite sample version of Eq. (3):

Yien |Ixh — %o (x})[”

Ly = w()\t) |B| )

“4)

where x§, x¢ denote the i'" ground truth samples and gen-
erated samples in the mini-batch B at time step t. However,
this objective function encourages the diffusion model to
denoise by considering only the instance-level information,
neglecting the group-level (structural) information in the
mini-batch. Therefore, we enforce the sample predictions of
the denoising network to maximally preserve the manifold
structures between batch samples.

Structural Constraint in Manifold More concretely,

ground truth samples {x} } Li‘l are first projected from pixel
space into embedding space using off-the-shelf pre-trained
networks W(-) : R™*" — R? ¢ g., an Inception-V3 fea-
ture extractor pre-trained on ImageNet [61] (we conduct
ablation study in Appendix B). Then, the pair-wise relation-

ships R(¥(x{), ¥(x})) are calculated within batch samples
{x4} Li‘l, which contain rich structural information in a low-
dimensional manifold. This structural information can be
expressed with an affinity matrix M ({x%} E‘l) defined as:

R(Vq, ) R(¥q,Us) 'R(\I/l,\IqB‘)
R(Us, 1)  R(Us, Us) R(Ws, ¥ 5))
RV, V1) R(¥p), ¥a) R(¥5), ¥ p|)

where W, is a short-hand for ¥(x}), and R(-, -) denotes the
relational function, such as Euclidean distance. Kindly note
that many off-the-shelf pre-trained networks are open-source
and only work well on clean images, and thus fail to provide
meaningful embeddings when the input is noisy. Therefore,
we use the predicted clean samples %% for computing affinity
matrix, and regularize the denoising network to minimize the
structural distance between M ({x{} Li‘l) and M({x}} ‘15‘1)
Adding this structural constraint into Eq. (4), the training
objective for denoising network is:
>ien |IXo — Xo(x})||?
|B| (6)
i|Bl ~i1|Bl
+ DM({x0}i=1), M({X}i=1))

‘Ct:
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Figure 3. Overview of SADM. We minimize the structural distance between the generated samples (fake) and ground truth samples (real) in
the manifold space for optimizing the denoiser, and maximize their structural distance for optimizing the encoder in structure discriminator.
The denoiser and the structure discriminator are adversarially trained.

where D(-, -) denotes the distance metric between ground
truth and predicted affinity matrices. In this way, the dif-
fusion generator (denoiser) is optimized not only to make
correct prediction for each instance, but also to preserve the
manifold structures of batch samples.

4.2, Structure-Guided Adversarial Training

As demonstrated above, we aim to maximally learn data
distribution by aligning the manifold structures of denoiser’s
predicted samples to those of ground truth samples in each
training batch. At every training iteration, the manifold
structures can be diverse and the denoiser tend to merely
focus on some easy-to-learn structures, ultimately leading
to trivial solutions that fail to capture the whole data distri-
bution. In order to mitigate this problem and improve the
expressiveness of denoiser, we adversarially learn the denois-
ing network against a structure discriminator in a minimax
game (Fig. 3), which is trained to distinguish the manifold
structures between the real and generated batch samples.

Structure Discriminator Normally, the discriminator in
adversarial learning [15] would output the discrete value (0
or 1) to determine whether the input is real or fake. How-
ever, such discrete discriminator can not be applied in dis-
tinguishing manifold structures, because the generated and
real sample sets would share similar pair-wise sample re-
lations despite their different feature spaces. Thus, instead
of learning a classification-based discriminator, we design a

novel comparison-based structure discriminator to address
this issue.

Specifically, as illustrated in Fig. 3, the structure discrimi-
nator consists of the aforementioned neural network W4 with
trainable parameters ¢ and the distance measure function
D(-,-) that outputs continuous value. It projects both real
and generated samples into the embedding space, then the
structure discriminator is trained against the denoiser for
finding a better manifold (or embedding space) to distin-
guish real sample set from generated set by maximizing their
structural distance:

M Yisen D(R(Wy(xh), Wy (x))), R(Ty (X5 ,), %(%,t)))?.

K [BP

(7
where we choose 7, % as a time-dependent weighting
factor. We can use simple measurements for D(-, -) (Ls dis-
tance) and R (-, -) (cosine similarity), as the critical semantic
information has been already encoded by 4. Conversely,
the denoiser is adversarially optimized for generating more
realistic sample set to fool the structure discriminator by

minimizing the structural distance.

Final Optimization Objective The final training objective
of our SADM consists of normal denoising score matching
loss (Eq. (3)) and adversarial structural distance loss (Eq. (7))
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at timestep ¢, which can be written as:

A S e (x) — x[[2
L(0) = w( t)zzeB||;|9(xt> xoll3

+ max

Dijen Ml Wo(xh)T Wolxg) — o (%h )" U (%, )13

|B|?

®)
In training, we iteratively optimize the feature extractor and
the denoising network in Eq. (8). In an iteration, we first
freeze 6 and update ¢ by ascending along its gradient

Yiien MW (xh)TWs(xh) — Uy(% ) s (%513
|BJ? ’
©))
then we freeze ¢ and update 6 by descending along its gradi-
ent

Vs

S jen MW T Wy (x)) — Uy (X)) T Tu (X5 )3
|B|?
w(A) X e p %o (x}) — %513
| B '

Vy

+ Vg

(10)
The proposed training algorithm is presented in Algorithm 1.

Generalizing to Latent Diffusion Our proposed training
algorithm applies not only to image diffusion but also to
latent diffusion, such as LDM [51] and LSGM [63]. In this
case, the intermediate results x; are latent codes rather than
images. We can use the latent decoder (e.g., VAE decoder
[32]) to project the generated latent codes to images and then
use the same algorithm in the image domain.

4.3. Interpreting as Joint Sample Diffusion

Relation-Conditioned Diffusion Process For better un-
derstanding of our proposed structure-guided training, we
interpret it as a joint sample diffusion model that simul-
taneously perturbs and denoises a set of samples condi-
tioned on the relation variable. Formally, let yo = (xb,x3),
where x§, x} are independent random variables sampled
from ground truth distribution gyg. And the relation vari-
able that encodes the structure information is defined as
R = R(x},x}) + ~ve, where ve denote a small gaussian
noise added to the relation to avoid degenerated distribution.
Then the forward diffusion jointly perturbs yg, conditioned
on R:

a(yt|yo. R) = N (ys; auyo, o7 1). (11)

To reverse the diffusion process, we need to predict
yo, or equivalently, learn the conditional score function
Vyloggi(y:|R) [12, 19]. This formulation allows us to
utilize the auxiliary structural information R in the sampling
process, which usually leads to better performance [13, 55].

Algorithm 1: SADM, our proposed algorithm.

input :{a;}ic(o,1), {0t }+e[0,1) the noise schedule,
| B| the batch size, w(\:), n; the scaling
factors for denoising score matching loss
and adversarial loss, pre-trained encoder W
for structure discriminator.

Initialize denoising network parameters 6;

while 6 has not converged do

Sample a minibatch {x3}/%| ~ ¢ and

{e},2h ~ N(0.)

Sample t ~ U0, 1]

Sample {x! = a;x} + Jtei}lii‘l,

Freeze ¢ and update 6 with its gradient

v Sisen Ml W (x6) T (x)) =Wy (5 )Wy (%) )13
0 Bl
W) 3 p II%e (xf) —x 13

+Vy Bl

Adpversarially train denoising network and structure
discriminator by iteratively updating their
parameters 6, ¢ according to Egs. (9) and (10).

output : Denoising network 6.

Learning Conditional Score To approximate the condi-
tional score function, first we decompose it with Bayes’ rule,

Vylog gi(y:/R) = Vylog ¢i(y:) + Vy log ¢:(Rly:)
= Ys=i Ve log qi(zf) + Vy log ¢:(Rlyy).
(12)
To approximate the first term on the right side of Eq. (12), we
only need to learn f‘éw fcjw, as in standard diffusion models
[59]. However, the second term is intractable since q;(R|y:)
involves the intractable posterior ¢(yo|y:). Note that

at(Rly:) = /Q(R\yO)Q(yolyt)dyO
= Ey, [9(R]yo)ly:]

13)

where g(R|yo) is the density function of Gaussian distribu-
tion with mean R (xf, x}) and variance 2, by the definition
of R. As aresult, we can use g(R|yo,:) = g(R|(Xp 4, %5 ;)
to approximate ¢;(R|y; ), and train it with Lo loss:

Ey. |Eyo [9(Rlyo)ye] — 9(RIFo(ye))|3
= Ey,|Ey, [9(Rlyo) — 9(R|F0(ye)) |yl |13
< Eyoy:[19(Rlyo) — 9(RIFo(y:))5 (Jensen Inequality)

< w(7)Eyo.y, IR0, %) = R(%p,4, %5 ,)|I3 = L5,
(14)

where w(7y) is a weighting scalar that depends only on +.

The objective function is the sum of the denoising score
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Table 1. Quantitative results for class-conditional generation on ImageNet 256256 and 512x512.

Model ImageNet 256 x256 ImageNet 512x512
FID | ISt Precision?T Recallt FID | ISt Precision T Recall 1

BigGAN-deep [2] 6.95 171.40 0.87 0.28 843  177.90 0.88 0.29
StyleGAN-XL [54] 230 265.12 0.78 0.53 241  267.75 0.77 0.52
ADM-G, ADM-U [12] 394  215.84 0.83 0.53 385 221.72 0.84 0.53
LDM-4-G [51] 3.60 247.67 0.87 0.48 - - - -
RIN+NoiseSchedule [6]  3.52  186.20 - - 395  216.00 - -
SimpleDiffusion [22] 244 256.30 - - 3.02 248.70 - -
DiT-G++ [28] 1.83  281.53 0.78 0.64 - - - -
MDT-G [14] 1.79  283.01 0.81 0.61 - - - -
DiT-XL/2-G [47] 227 27824 0.83 0.57 3.04  240.82 0.84 0.54
DiT-SADM (Ours) 1.58  298.46 0.86 0.66 211  251.82 0.87 0.63

matching objective and L£3™emre:

By et 1w(A)[[%0(x3) — %53 + E,

X} ,€7,t
4 Exg7ei7x67ej p [ﬁitruclure} ,

15)
which is a variational upper bound of negative log likelihood
of the joint sample. Our objective in Eq. (6) can be viewed
as a finite-sample version of Eq. (15), which trains the con-

ditional diffusion model to utilize the structural information.

5. Experiments
5.1. Image Generation

Experiment Setup We experiment on CIFAR-10 [35],
CelebA/FFHQ 64x64 [41], and ImageNet 256x256 [11].
We utilize our SADM to facilitate the training of the diffu-
sion backbones from Karras et al. [27], Vahdat et al. [63] on
CIFAR-10 and FFHQ, from Kim et al. [30] on CelebA, and
from Peebles and Xie [47] (DiT, Diffusion Transformer) on
ImageNet.

Evaluation Metrics We use Frechet Inception Distance
(FID) [18] as the primary metric for capturing both quality
and diversity due to its alignment with human judgement.
We follow the evaluation procedure of ADM [12] for fair
comparisons. For completeness, we also use Inception Score
(IS) [53], Precision and Recall [36] as the main metrics for
measuring diversity and distribution coverage.

Implementation Details We train the denoising network
from scratch and use the feature extractor of Inception-V3
[61] pre-trained on ImageNet for initializing the encoder of
our structure discriminator. At the begining of training, we
freeze the pre-trained discriminator encoder and train the de-
noiser with structure-guided training objective in Eq. (6) un-
til convergence, then we adversarially tune the denoiser and

w(e)|[%o(x]) — x313

Table 2. Performance on CIFAR-10.

Diffusion Unconditional ~ Conditional

Model spce NFEL Nip RIDL FID)
VDM [31] Data 1000  2.49 7.41

DDPM [20] Data 1000  3.75 3.17

iDDPM [44] Data 1000  3.37 2.90

Soft Truncation [30] Data 2000 291 2.47

INDM [29] Latent 2000 3.09 2.28

CLD-SGM [13] Data 312 3.31 2.25

NCSN++ [59] Data 2000 3.45 2.20

LSGM [63] Latent 138 343 2.10 -
NCSN++-G [3] Data 2000 - - 2.25
EDM [27] Data 35 2.60 1.97 1.79
LSGM-G++ [28] Latent 138 3.42 1.94 -
EDM-G++ [28] Data 35 2.55 1.77 1.64
SADM Latent 138 2.51 1.78 1.73
SADM Data 35 2.28 1.54 1.47

encoder with the objective in Eq. (8) for 3 or 4 rounds (500k
steps) until they achieve a balance. This training paradigm
keeps the same for unconditional and class-conditional gen-
eration tasks, and can be easily generalized to score-based
diffusion models [59, 63] by adding our structural constraint
into the final objective functions.

Main Results Our SADM achieves new state-of-the-art
FIDs on all datasets including CIFAR-10, CelebA, FFHQ,
and ImageNet. On ImageNet 256 x 256 and 512 x 512,
we consistently achieve SOTA FIDs of 1.43 and 2.18 for
class-conditional generation as illustrated in Tab. 1. Notably,
We significantly improve the generation performance of DiT
and outperform the previous best FID of MDT [14] solely
through improved training algorithm without increasing the
model complexity and inference time. From Tab. 2, we
find that our SADM works well for both image diffusion
(based on EDM) and latent diffusion (based on LSGM). In
experiments, for fair comparisons, we use the same hyperpa-
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ADM-G

Table 3. FID performance on CelebA/FFHQ 64 x 64.

Model Diffusion Space NFE| CelebA FFHQ
DDPM++ [59] Data 131 232 -
Soft Truncation [30] Data 131 1.90 -
Soft Diffusion [9] Data 300 1.85 -
INDM [29] Latent 132 1.75 -
EDM [27] Data 79 - 2.39
Soft Truncation-G++ [28] Data 131 1.34 -
EDM-G++ [28] Data 71 - 1.98
SADM Latent 131 128 1.85
SADM Data 71 1.16 1.71

rameters as EDM and LSGM to evaluate the effectiveness
of our proposed training algorithm. And we also achieve
significant performance improvement on facial datasets as
demonstrated in Tab. 3. For qualitative results, we compare
our SADM with ADM-G [12] and previous SOTA method
MDT [14] in Fig. 4. These remarkable results demonstrate
our SADM has the potential for generalizing to arbitrary
diffusion architectures and can better learn the whole data
distribution.

5.2. Cross-Domain Fine-Tuning

Experiment Setup We conduct cross-domain fine-tuning
tasks on diffusion image generation for evaluating the trans-
ferability of proposed model, where we pre-train a diffusion
model in source domain and adapt it to a target domain by
fine-tuning. Following Xie et al. [70], we use ImageNet
as source dataset, and choose eight commonly-used fine-
grained datasets as target datasets: Food101 [1], SUN397
[68], DF-20M mini [48], Caltech101 [16], CUB-200-2011
[65], ArtBench-10 [40], Oxford Flowers [45] and Stanford

SADM (Ours)
Figure 4. Qualitative comparion with ADM-G [12] and previous SOTA method MDT [14]. Our SADM can synthesize more realistic and
high-quality samples while maintaining satisfying diversity.

Cars [34]. More details about datasets are in Appendix A.

Implementation Details For fair comparison, we follow
Xie et al. [70] to set all the hyper-parameters in both pre-
training and fine-tuning stages, and use Diffusion Trans-
former (DiT) [47] as the diffusion backbone. We pretrain
DiT on ImageNet 256 x 256 with a learning rate of 0.0001
using DDPM objective. For target datasets, we fine-tune
the pre-trained DiT with 24k structure-guide training steps
and 4k adversarial training steps. We experiment with two
fine-tuning settings, full and parameter-efficient, for com-
prehensive evaluations. In parameter-efficient setting, fol-
lowing Xie et al. [70], we freeze most of parameters in the
pre-trained diffusion model and fine-tune the bias term, nor-
malization, and class condition module.

Main Results We achieve SOTA performance on all
datasets in fine-tuning tasks as illustrated in Tab. 4. Re-
markably, we significantly surpass DDPM in full fine-tuning
and outperform DiffFit in parameter-efficient fine-tuning.
The results sufficiently demonstrate our superior capability
of capturing the whole data distribution, which enables better
adaptation to new domains. Among all datasets, we achieve
the best improvement over other methods on ArtBench-
10 which has distinct distribution from ImageNet, demon-
strating the out-of-distribution generalization ability of our
SADM. More qualitative results are in Appendix C.

5.3. Model Analysis

Heatmap Analysis To evaluate the ability to capture data
distribution, we perform heatmap analysis in Fig. 5, where
we provide DDPM and our SADM with § randomly-selected
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Table 4. FID performance comparisons on 8 downstream datasets, all the models are pretrained on ImageNet 256 x 256.

Dataset . Oxford | Standard | Average
m Food | SUN | DF-20M | Caltech | CUB-Bird | ArtBench | "% | > (" % D
AdaptFormer [5] 13.67 | 11.47 | 22.38 35.76 7.73 38.43 21.24 10.73 20.17
BitFit [77] 9.17 | 9.11 17.78 34.21 8.81 24.53 20.31 10.64 16.82
VPT [25] 18.47 | 1454 | 32.89 42.78 17.29 40.74 25.59 22.12 26.80
LoRA [23] 3375 | 32.53 | 120.25 | 86.05 56.03 80.99 164.13 76.24 81.25
DiffFit [70] 6.96 | 855 17.35 33.84 5.48 20.87 20.18 9.90 15.39
Full Fine-tuning with DDPM | 10.46 | 7.96 17.26 35.25 5.68 25.31 21.05 9.79 16.59
SADM (parameter-efficient) | 5.74 | 7.92 16.58 32.03 5.04 18.23 19.37 9.26 14.27
SADM (full) 6.20 | 7.35 15.12 32.86 4.69 19.84 18.18 8.93 14.15

noisy images in test batch and visualize the correlations be-
tween their denoised outputs. We observe that compared to
DDPM, the overall heatmap pattern of our SADM is more
closer to that of label affinity. The phenomenon demon-
strates our SADM can precisely learn the manifold struc-
tures within real data samples.

Label Affinity

Figure 5. Heatmap visualization with 8 denoised samples.

Ablation Study We conduct ablation study to validate the
effectiveness of our algorithm in Tab. 5. Here, we base on
DDPM [20] architecture, and progressively add our model
components (structural guidance and structure discrimina-
tor) into it for evaluating FID score on three datasets. We
observe that each component can consistently improve the
DDPM on all datasets, and the performance improvement
of our structural guidance is more significant. The results
fully demonstrate the effectiveness of our algorithm. More
ablation studies about our model are in Appendix B.

Contributing to Better Convergence To investigate the
contribution of our structure-guided training to model conver-
gence, we plot the training curve in Fig. 6. We conclude that
compared to previous SOTA methods DiT [47] and MDT

Table 5. Ablation study with FID performance. SG denotes struc-
tural guidance, SAT denotes SG+Structure Discriminator.

W DDPM | +Our SG | + Our SAT
Dataset
ImageNet 4.59 3.57 3.14
CIFAR-10 3.17 2.64 2.33
CelebA 2.32 1.82 1.64

[14], the proposed structure-guided training enables faster
and better model convergence because we optimize the diffu-
sion models from a structural perspective, which essentially
contributes to capturing the whole data distribution.
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Figure 6. Comparison with SOTA methods on model convergence.

6. Conclusion

We propose structure-guided adversarial training for opti-
mizing diffusion models from a structural perspective. The
proposed training algorithm can easily generalize to both
image and latent diffusion models, and consistently improve
existing diffusion models with theoretical derivations and
empirical results. We achieve new SOTA performance on
image generation and cross-domain fine-tuning tasks across
12 image datasets. For future work, we will extend our
method to more challenging diffusion-based applications
(e.g., text-to-image/video generation).
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