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Abstract

Using reinforcement learning with human feedback
(RLHF) has shown significant promise in fine-tuning diffu-
sion models. Previous methods start by training a reward
model that aligns with human preferences, then leverage
RL techniques to fine-tune the underlying models. How-
ever, crafting an efficient reward model demands extensive
datasets, optimal architecture, and manual hyperparame-
ter tuning, making the process both time and cost-intensive.
The direct preference optimization (DPO) method, effective
in fine-tuning large language models, eliminates the neces-
sity for a reward model. However, the extensive GPU mem-
ory requirement of the diffusion model’s denoising process
hinders the direct application of the DPO method. To ad-
dress this issue, we introduce the Direct Preference for De-
noising Diffusion Policy Optimization (D3PO) method to
directly fine-tune diffusion models. The theoretical anal-
ysis demonstrates that although D3PO omits training a
reward model, it effectively functions as the optimal re-
ward model trained using human feedback data to guide
the learning process. This approach requires no train-
ing of a reward model, proving to be more direct, cost-
effective, and minimizing computational overhead. In ex-
periments, our method uses the relative scale of objectives
as a proxy for human preference, delivering comparable
results to methods using ground-truth rewards. Moreover,
D3PO demonstrates the ability to reduce image distortion
rates and generate safer images, overcoming challenges
lacking robust reward models. Our code is publicly avail-
able at https://github.com/yk7333/D3PO.

1. Introduction
Recent advances in image generation models have yielded
unprecedented success in producing high-quality images

*Equal contribution. † Corresponding authors.

from textual prompts [30, 44, 49]. Diverse approaches,
including Generative Adversarial Networks (GANs) [23],
autoregressive models [14, 15, 19, 22, 44, 58], Normal-
izing Flows [16, 46], and diffusion-based techniques [40,
45, 47, 49], have rapidly pushed forward the capabilities of
these systems. With the proper textual inputs, such mod-
els are now adept at crafting images that are not only vi-
sually compelling but also semantically coherent, garnering
widespread interest for their potential applications and im-
plications.

To adapt the aforementioned models for specific down-
stream tasks, such as the generation of more visually ap-
pealing and aesthetic images, Reinforcement Learning from
Human Feedback (RLHF) is commonly employed [12].
This technique has been successfully used to refine large
language models such as GPT [8, 41]. Now, efforts are be-
ing made to extend this method to diffusion models to en-
hance their performance. One such approach, the DDPO
method [5], aims to enhance image complexity, aesthetic
quality, and the alignment between prompts and images.
The ReLF approach [60] introduces a novel reward model,
named ImageReward, which is specifically trained to dis-
cern human aesthetic preferences in text-to-image synthe-
sis. This model is then utilized to fine-tune diffusion models
to produce images that align more closely with human pref-
erences. Nonetheless, developing a robust reward model
for various tasks can be challenging, often necessitating a
vast collection of images and abundant training resources.
For example, to diminish the rate of deformities in char-
acter images, one must amass a substantial dataset of de-
formed and non-deformed images generated from identical
prompts. Subsequently, a network is constructed to discern
and learn the human preference for non-deformed imagery,
serving as the reward model.

In the field of natural language processing, Direct Pref-
erence Optimization (DPO) has been proposed to reduce
training costs [43]. This method forgoes the training of a

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

8941



Figure 1. Overview of D3PO. The diffusion model generates two corresponding images based on the provided prompts. Guided by specific
task requirements—such as improving prompt-image alignment, enhancing image incompressibility, or refining aesthetic quality—human
evaluators select the preferred image. Leveraging this human feedback, our method directly updates the diffusion model’s parameters
without necessitating the training of a reward model.

reward model and directly fine-tunes language models ac-
cording to human preferences. However, this straightfor-
ward and easy-to-train method encounters challenges when
applied to fine-tune diffusion models. During the DPO
training process, the complete sentence generated by the
language model is treated as a single output, necessitating
the storage of gradients from multiple forward passes. With
diffusion models, one must store the gradients across mul-
tiple latent image representations, which are significantly
larger than word embeddings, leading to memory consump-
tion that is typically unsustainable.

To address the issue of high computational overhead and
enable the use of the DPO method to fine-tune diffusion
models directly with human feedback, we conceptualize the
denoising process as a multi-step MDP, which utilizes a
pre-trained model to represent an action value function Q
that is commonly estimated in RL. We extend the theoret-
ical framework of DPO into the formulated MDP, which
allows for direct parameter updates at each step of the de-
noising process based on human feedback, thereby circum-
venting the significant computational costs and eliminating
the need for a reward model. To the best of our knowledge,
this is the first work that fine-tune diffusion models without
reward models. Our main contributions are as follows:
• We introduce an innovative approach for fine-tuning dif-

fusion models that could significantly modify the current
RLHF framework for fine-tuning diffusion models. This
method bypasses resource-intensive reward model train-

ing by utilizing direct human feedback, making the pro-
cess more efficient and cost-effective.

• We expand the theoretical framework of DPO into a
multi-step MDP, demonstrating that directly updating the
policy based on human preferences within an MDP is
equivalent to learning the optimal reward model first and
then using it to guide policy updates. This establishes a
robust theoretical foundation and provides assurance for
our proposed method.

• In our experiments, we have demonstrated the effective-
ness of our method by using human feedback to suc-
cessfully address issues of hand and full-body deformi-
ties, enhance the safety of generated images, and improve
prompt-image alignment.

2. Related Work

Diffusion models. Denoising diffusion probabilistic mod-
els, introduced in [54] and further advanced by [26], have
emerged as powerful tools for generating diverse data
types. They have been successfully applied in various do-
mains such as image synthesis [44, 49], video generation
[27, 36, 53], and robotics control systems [1, 11, 29]. No-
tably, test-to-image diffusion models have enabled the cre-
ation of highly realistic images from textual descriptions
[44, 49], opening new avenues in digital art and design.

Recent studies have focused on refining the guidance of
diffusion models for more precise manipulation over the
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generative process. Techniques such as adapters [63] and
compositional approaches [17, 38] have been introduced to
incorporate additional input constraints and blend multiple
models, respectively, enhancing image quality and gener-
ation control. The implementation of classifier-based [13]
and classifier-free guidance [25] has also contributed sig-
nificantly to achieving greater autonomy in the generation
process, resulting in outputs that closely align with user in-
tentions. In our work, we utilize Stable Diffusion [45] to
generate images based on specific prompts.

RLHF. RLHF stands as a salient strategy in the domain
of machine learning when objectives are complex or dif-
ficult to define explicitly. This technique has been instru-
mental across various applications, from gaming, as demon-
strated with Atari [4, 12], to more intricate tasks in robotics
[10, 64]. The integration of RLHF into the development
of large language models (LLMs) has marked a significant
milestone in the field, with notable models like OpenAI’s
GPT-4 [41], Anthropic’s Claude [2], Google’s Bard [24],
and Meta’s Llama 2-Chat [57] leveraging this approach to
enhance their performance and relevance. The effective-
ness of RLHF in refining the behavior of LLMs to be more
aligned with human values, such as helpfulness and harm-
lessness, has been extensively studied [4, 64]. The tech-
nique has also proven beneficial in more focused tasks,
such as summarization, where models are trained to dis-
till extensive information into concise representations [55].
Some recent research utilizes Reinforcement Learning from
AI Feedback (RLAIF) [32, 62] as an alternative to RLHF
for model fine-tuning. RLAIF offers convenience and ef-
ficiency by replacing human feedback with AI-generated
feedback. However, for tasks like assessing hand genera-
tion normality or image aesthetic appeal, reliable judgment
models are currently lacking. Hence, this paper still relies
on human feedback for evaluation.

Fine-tune Diffusion Models with RL. Before applying
diffusion models, data generation has been regarded as a se-
quential decision-making problem and combined with rein-
forcement learning [3]. More recently, the SFT method [20]
applied reinforcement learning to diffusion models to en-
hance existing fast DDPM samplers [26]. Reward Weighted
method [34] explored using human feedback to align text-
to-image models. It uses the reward model for the coeffi-
cients of the loss function instead of using reinforcement
learning optimization objectives. ReFL [60] employs the
framework of RLHF. It begins by training a model called
ImageReward based on human preferences and then fine-
tunes the diffusion model using reinforcement learning.
DDPO [5] treats the denoising process of diffusion models
as a MDP to fine-tune diffusion models with many reward
models. DPOK [21] combine the KL divergence into the
DDPO loss and use it to better align text-to-image objec-
tives. All these models need a robust reward model, which

demands a substantial dataset of images and extensive hu-
man evaluations.

Direct Preference Optimization. In the realm of rein-
forcement learning, exploring policies derived from pref-
erences rather than explicit rewards has gained attention
through various methods. The Contextual Dueling Bandit
(CDB) framework [18, 61] introduces the concept of a von
Neumann winner, shifting away from the pursuit of an op-
timal policy directly based on rewards. Preference-based
Reinforcement Learning (PbRL) [9, 39, 48] learns from bi-
nary preferences inferred from a cryptic scoring function
instead of explicit rewards. Recently, the DPO approach
[43] was proposed, which fine-tunes LLMs directly using
preferences. DPO leverages the correlation between reward
functions and optimal policies, effectively addressing the
challenge of constrained reward maximization in a single
phase of policy training.

3. Preliminaries
MDP. We consider the MDP formulation described in [56].
In this setting, an agent perceives a state s ∈ S and executes
an action, where S,A denote state space and action space,
respectively. The transition probability function, denoted by
P (s′|s, a), governs the progression from the current state s
to the subsequent state s′ upon the agent’s action a. Concur-
rently, the agent is awarded a scalar reward r, determined by
the reward function r : S×A → R. The agent’s objective is
to ascertain a policy π(a|s) that maximizes the cumulative
returns of trajectories τ = (s0, a0, s1, a1, ..., sT−1, aT−1),
which can be represented as: J (π) = Eτ [

∑T−1
t=0 r (st, at)].

Diffusion models. Diffusion models learn to model a
probability distribution p(x) by inverting a Markovian for-
ward process q(xt|xt−1) which adds noise to the data. The
denoising process is modeled by a neural network to predict
the mean of xt−1 or the noise ϵt−1 of the forward process.
In our work, we use network µθ(xt; t) to predict the mean
of xt−1 instead of predicting the noise. Using the mean
squared error (MSE) as a measure, the objective of this net-
work can be written as:

L = Et∼[1,T ],x0∼p(x0),xt∼q(xt|x0)[∥µ̃(x0,xt)− µθ (xt, t)∥2],
(1)

where µ̃θ(xt,x0) is the forward process posterior mean.
In the case of conditional generative modeling, the diffusion
models learn to model p(x|c), where c is the conditioning
information, i.e., image category and image caption. This is
done by adding an additional input c to the denoising neural
network, as in µθ(xt, t; c). To generate a sample from the
learned distribution pθ(x|c), we start by drawing a sample
xT ∼ N (0, I) and then progressively denoise the sample
by iterated application of ϵθ according to a specific sam-
pler [26]. Given the noise-related parameter σt, the reverse
process can be written as:

pθ (xt−1 | xt, c) = N
(
xt−1;µθ (xt, c, t) , σ

2
t I
)
. (2)
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Reward learning for preferences. The basic frame-
work to model preferences is to learn a reward function
r∗(s, a) from human feedback [12, 33, 59]. The segment
σ = {sk, ak, sk+1, ak+1, ..., sm, am} is a sequence of ob-
servations and actions. By following the Bradley-Terry
model [6], the human preference distribution p∗ by using
the reward function can be expressed as:

p∗(σ1 ≻ σ0) =
exp(

∑T
t=k r

∗(s1t , a
1
t ))∑

i∈{0,1} exp(
∑T

t=k r
∗(sit, a

i
t))

, (3)

where σi ≻ σj denotes that segment i is preferable to seg-
ment j. Now we have the preference distribution of human
feedback, and we want to use a network rϕ to approximate
r∗. Given the human preference y ∈ {(1, 0), (0, 1)} which
is recorded in dataset D as a triple (σ0, σ1, y), framing the
problem as a binary classification, the reward function mod-
eled as a network is updated by minimizing:

L(ϕ) = −E(σ1,σ0,y)∼D[y(0) log pϕ(σ0 ≻ σ1)

+ y(1) log pϕ(σ1 ≻ σ0)]. (4)

4. Method
In this section, we describe a method to directly fine-tune
diffusion models using human feedback, bypassing the con-
ventional requirement for a reward model. Initially, we rein-
terpret the denoising process inherent in diffusion models
as a multi-step MDP. Then we extend the theory of DPO to
MDP, which allows us to apply the principles to effectively
translate human preferences into policy improvements in
diffusion models.

4.1. Denoising process as a multi-step MDP
We conceptualize the denoising process within the diffusion
model as a multi-step MDP, which varies slightly from the
approach outlined in [5]. To enhance clarity, we have re-
defined the states, transition probabilities, and policy func-
tions. The correspondence between notations in the diffu-
sion model and the MDP is established as follows:

st ≜ (c, t,xT−t) P (st+1 | st,at) ≜
(
δc, δt+1, δxT−1−t

)
at ≜ xT−1−t π (at | st) ≜ pθ (xT−1−t | c, t,xT−t)

ρ0 (s0) ≜ (p(c), δ0,N (0, I))

r(st,at) ≜ r((c, t,xT−t) ,xT−t−1)

where δx represents the Dirac delta distribution, and T de-
notes the maximize denoising timesteps. Leveraging this
mapping, we can employ RL techniques to fine-tune dif-
fusion models by maximizing returns. However, this ap-
proach requires a proficient reward model capable of ad-
equately rewarding the noisy images. The task becomes
exceptionally challenging, particularly when t is low, and
xT−t closely resembles Gaussian noise, even for an experi-
enced expert.

4.2. Direct Preference Optimization for MDP

The DPO method does not train a separate reward model
but instead directly optimizes the LLMs with the preference
data. Given a prompt x and a pair of answers (y1, y0) ∼
πref(y|x), where πref represents the reference (pre-trained)
model, these responses are ranked and stored in D as a tu-
ple (x, yw, yl), where yw denotes the preferred answer and
yl indicates the inferior one. DPO optimizes πθ with the
human preference dataset by using the following loss:

LDPO(θ) = −E(x,yw,yl)∼D

[
log ρ

(
β log πθ(yw|x)

πref (yw|x) − β log πθ(yl|x)
πref (yl|x)

)]
.

(5)

Here ρ is the logistic function, and β is the parameter con-
trolling the deviation from the πθ and πref . In our frame-
work, we treat segments σ1, σ0 as y1, y0 and use DPO to
fine-tune diffusion models. However, directly using this
method faces difficulties since the segments contain a large
number (usually 20–50) of the image latent, which occupy
a large amount of GPU memory (each image is about 6G
even when using LoRA [28]). Since we can only get hu-
man preferences for the final image x0, if we want to update
πθ(σ) =

∏T
t=k πθ(st, at), it will consume more than 100G

GPU memory, which makes the fine-tuning process nearly
impossible.

To address this problem, we extend the DPO theory to
MDP. Firstly, we need to reconsider the objective of the
RL method. For the MDP problem, the agents take action
by considering maximizing the expected return instead of
the current reward. For actor-critic methods such as DDPG
[37], the optimization objective of policy π gives:

max
π

Es∼dπ,a∼π(·|s)[Q
∗(s, a)]. (6)

Here, dπ = (1− γ)
∑∞

t=0 γ
tPπ

t (s) represents the state vis-
itation distribution, where Pπ

t (s) denotes the probability of
being in state s at timestep t given policy π. Additionally,
Q∗(s, a) denotes the optimal action-value function. The op-
timal policy can be written as:

π∗(a|s) =

{
1, if a = argmaxâ Q

∗(s, â),

0, otherwise.
(7)

Similar to some popular methods, we use KL-divergence
to prevent the fine-tuned policy from deviating from the
reference policy, hence relieving the out-of-distribution
(OOD) issue. By incorporating this constraint, the RL ob-
jective can be rewritten as:

max
π

Es∼dπ,a∼π(·|s)[Q
∗(s, a)]− βDKL[π(a|s)∥πref(a|s)]. (8)

Here, β is the temperature parameter that controls the de-
viation of πθ(a|s) and πref(a|s).
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Figure 2. Progression of samples targeting compressibility, incompressibility, and aesthetic quality objectives. With the respective focus
during training, images exhibit reduced detail and simpler backgrounds for compressibility, richer texture details for incompressibility, and
an overall increased aesthetic appeal when prioritizing aesthetic quality.

Proposition 1 Given the objective of Eq. (8), the optimal
policy π∗(a|s) has the following expression:

π∗(a|s) = πref(a|s) exp(
1

β
Q∗(s, a)). (9)

The proof can be seen in Appendix B.1. By rearranging
the formula of Eq. (9), we can obtain that:

Q∗(s, a) = β log
π∗(a|s)
πref(a|s)

. (10)

Now, considering Eq. (3) and noticing that Q∗(st, at) =

E
[∑T

t=k r
∗(st, at)

]
under the policy π∗(a|s), we make a

substitution. By replacing
∑T

t=k r
∗(st, at) with Q∗(st, at),

we define a new distribution that can be rewritten as:

p̃∗(σ1 ≻ σ0) =
exp(Q∗(s1k, a

1
k))∑

i∈{0,1} exp(Q
∗(sik, a

i
k))

. (11)

We suppose
∑m

t=k r
∗(st, at) is sampled from a normal

distribution with mean E[
∑m

t=k r
∗(st, at)] and standard de-

viation σ2. From a statistical perspective, we can establish
the relationship between the new distribution p̃∗(σ1 ≻ σ0)
and the raw distribution p∗(σ1 ≻ σ0).

Proposition 2 For i ∈ {0, 1}, suppose the expected re-
turn satisfies a normal distribution, i.e.,

∑T
t=0 r

∗ (sit, ait) ∼
N

(
Q∗(si0, a

i
0), σ

2
)
. Given Q∗(s, a) ∈ [Qmin, Qmax]

where Qmin and Qmax represent the lower and upper
bounds of the values, then

|p∗ (σ1 ≻ σ0)− p̃∗ (σ1 ≻ σ0)| <
(ξ2 + 1)(exp(σ2)− 1)

16ξδ

with probability at least 1− δ, where ξ = exp(Qmax)
exp(Qmin)

.

The proof can be seen in Appendix B.2. In practical
applications, as the volume of data increases, it becomes
easier to satisfy the assumption of normality. Additionally,
we can use clipping operations to constrain the Q values
within a certain range, which introduces upper and lower
bounds. Therefore, the aforementioned assumption is rea-
sonable. As shown in proposition 2, their deviation can be

bounded at the scale of O(
ξ

δ
(exp(σ2)− 1)). It is clear that

this bound can approach 0 if the σ2 is close to 0. In practice,
σ2 approaches 0 if the Q function can be estimated with a
small standard deviation.

By combining Eq. (11), Eq. (4), and Eq. (10), replacing
p∗ (σ1 ≻ σ0) with p̃∗ (σ1 ≻ σ0), and substituting π∗(s, a)
with the policy network πθ(s, a) that requires learning, we
derive the following loss function for updating πθ(a|s):

L(θ) = −E(sk,σw,σl)[log ρ(β log
πθ(a

w
k |swk )

πref (aw
k |swk ) − β log

πθ(a
l
k|s

l
k)

πref (al
k|s

l
k)
)],

(12)
where σw = {swk , awk , swk+1, awk+1, ..., swT , awT } de-
notes the segment preferred over another segment σl =
{slk, alk, slk+1, a

l
k+1, ..., s

l
T , a

l
T }.

4.3. Direct preference for Denoising Diffusion Pol-
icy Optimization

Considering the denoising process as a multi-step MDP and
using the mapping relationship depicted in Section 4.1, we
can use DPO to directly update diffusion models by us-
ing Eq. (12). In the denoising process, we set k = 0 and
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Figure 3. Comparison of D3PO against existing methods. The horizontal axis represents the number of image sample pairs generated for
updating parameters. The rewards denote image size for incompressity objective, negative image size for the compressity objective, and
the LAION aesthetic score for the aesthetic objective. All experiments are conducted with 5 different seeds.

T = 20. We first sample an initial state sw0 = sl0 = s0
and then use Eq. (2) to generate two segments. After man-
ually choosing which segment is better, the probability of
πθ(a

w
0 |sw0 ) is gradually increasing and πθ(a

l
0|sl0) is decreas-

ing, which guides the diffusion model to generate images of
human preference. However, the approach of only updat-
ing πθ(·|s0) does not fully utilize the information within
the segment.

Since the middle states of the segment are noises and
semi-finished images, it is hard for humans to judge which
segment is better by observing the whole segment. But
we can conveniently compare the final image x0. Like
many RL methods [7, 51, 52] which give rewards by
∀st, at ∈ σ, r(st, at) = 1 for winning the game and
∀t ∈ σ, r(st, at) = −1 for losing the game, we also as-
sume that if the segment is preferred, then any state-action
pair of the segment is better than the other segment. By us-
ing this assumption, we construct T sub-segments for the
agent to learn, which can be written as:

σi = {si, ai, si+1, ai+1, ..., sT−1, aT−1}, 0 ≤ i ≤ T − 1
(13)

Using these sub-segments, the overall loss of the D3PO al-
gorithm gives:

Li(θ) = −E(si,σw,σl)[log ρ(β log
πθ(a

w
i |swi )

πref (aw
i |swi ) − β log

πθ(a
l
i|s

l
i)

πref (al
i|sli)

)],

(14)
where i ∈ [0, T − 1]. Compared to Eq. (12), Eq. (14) uses
every state-action pair for training, effectively increasing
the data utilization of the segment by a factor of T .

The overview of our method is shown in Fig. 1. The
pseudocode of D3PO can be seen in Appendix A.

5. Experiment
In our experiments, we evaluate the effectiveness of D3PO
in fine-tuning diffusion models. Initially, we conduct tests
on measurable objectives to verify if D3PO can increase
these metrics, which quickly ascertain the algorithm’s ef-
fectiveness by checking for increases in the target measures.

Next, we apply D3PO to experiments aimed at lowering the
rate of deformities in hands and full-body images gener-
ated by diffusion models. Moreover, we utilize our method
to increase image safety and enhance the concordance be-
tween generated images and their corresponding prompts.
These tasks pose considerable obstacles for competing al-
gorithms, as they often lack automated capabilities for de-
tecting which image is deformed or safe, thus relying heav-
ily on human evaluation. We use Stable Diffusion v1.5 [47]
to generate images in most of the experiments.

5.1. Pre-defined Quantifiable Objectives Results

We initially conduct experiments with D3PO using quanti-
tative objectives (alternatively referred to as optimal reward
models). In these experiments, the relative values of the
objectives (rewards) are used instead of human preference
choices. Preferences are established based on these objec-
tives, meaning A is preferred if its objective surpasses that
of B. After training, we validate the effectiveness of our
approach by measuring the growth of metrics.

In our experimental setup, we benchmark against sev-
eral popular methods: DDPO [5], DPOK [21], and Re-
ward Weighted [34], all of which necessitate a reward
model. Note that our approach only used the relative sizes
of the rewards corresponding to the objectives for prefer-
ence choices, rather than the rewards themselves, whereas
the other methods employed standard rewards during train-
ing. During testing, we used the rewards corresponding to
the objectives as the evaluation criterion for all methods.
This generally ensures a fair and unified comparison of fine-
tuning with and without the reward model.

We first use the size of the images to measure the prefer-
ence relationship between two pictures. For the compress-
ibility experiment, an image with a smaller image size is
regarded as better. Conversely, for the incompressibility ex-
periment, we consider larger images to be those preferred
by humans. As the training progresses, we can obtain the
desired highly compressible and low compressible images.
We then utilize the LAION aesthetics predictor [50] to pre-
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dict the aesthetic rating of images. This model can discern
the aesthetic quality of images, providing a justifiable re-
ward for each one without requiring human feedback. The
model can generate more aesthetic images after fine-tuning.
We conducted a total of 400 epochs during the training pro-
cess, generating 80 images samples in each epoch. The
progression of the training samples is visually presented in
Figure 2. More quantitative samples are shown in Figure 8.
The testing curves of D3PO and other methods are shown
in Figure 3. We are surprised to find that the D3PO method,
which solely relies on relative sizes for preference choices,
achieves results nearly on par with the methods trained us-
ing standard rewards, delivering comparable performance.
This indicates that even in the presence of a reward model,
D3PO can effectively fine-tune the diffusion model, contin-
ually increasing the reward to achieve the desired results.

5.2. Experiments without Any Reward Model

We conduct experiments for some objectives without any
reward model. We decide manually whether an image is
deformed or if it is safe without a predefined reward model.
During the training process, the model fine-tuned after each
epoch serves as the reference model for the subsequent
epoch. For each prompt, we generate 7 images with the
same initial state xT ∼ N (0, I).

5.2.1 Reduce Image Distortion

We use the prompt “1 hand” to generate images, manually
selecting those that are deformed. Diffusion models often
struggle to produce aesthetically pleasing hands, resulting
in frequent deformities in the generated images. In this ex-
periment, we focus on the normalcy rate of the images in-
stead of the deformity rate, as depicted in Figure 4. We
categorize 1,000 images for each epoch, over a total of five
epochs, and track the normalcy rate of these hand images.
After fine-tuning, the model shows a marked reduction in
the deformity rate of hand images, with a corresponding in-
crease in the production of normal images. Additionally,
the fine-tuned model shows a higher probability of generat-
ing hands with the correct number of fingers than the pre-
trained model, as demonstrated in Figure 9.

To assess the generality of our method, we generated
images with the Anything v5 model 1, renowned for cre-
ating anime character images. With Anything v5, there’s a
risk of generating characters with disproportionate head-to-
body ratios or other deformities, such as an incorrect num-
ber of limbs (as shown in Figure 6 left). We categorize such
outputs as deformed. We assume that non-selected images
are more favorable than the deformed ones, though we do
not rank preferences within the deformed or non-deformed

1https://huggingface.co/stablediffusionapi/anything-v5

sets. The diminishing distortion rates across epochs are il-
lustrated in Figure 4, showing a significant decrease initially
that stabilizes in later epochs. The visual examples are pro-
vided in Figure 6.

Figure 4. Testing Curves depicting the Normalcy Rate of Hand
Images and Deformity Rate of Anime Characters. As the training
advances, there is a notable enhancement in the normalcy rate of
hand generation, accompanied by a discernible decline in the de-
formity rate of anime characters.

5.2.2 Enhance Image Safety

In this experiment, we utilized unsafe prompts to generate
images using a diffusion model. These prompts contained
edgy terms that could lead to the creation of both normal
and Not Safe for Work (NSFW) images, examples being
‘ambiguous beauty’ and ‘provocative art’. The safety of
the images was assessed via human annotations, and the
diffusion model was fine-tuned based on these feedbacks.
Across 10 epochs, we generated 1,000 images per epoch.
Given the relatively minor variations in human judgments
about image safety, we engaged just two individuals for
the feedback task—one to annotate and another to double-
check. The image safety rate during the training process is
illustrated in Figure 5. After fine-tuning, the model consis-
tently produced safe images, as evidenced in Figure 10.

Figure 5. Safety rate curves of the training procession.

5.2.3 Prompt-Image Alignment

We employ human feedback to evaluate the alignment pref-
erence between two images generated from each prompt.
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Figure 6. Image samples of the pre-trained model and the fine-tuned model. The images on the left side of the arrows are distorted images
(such as having 3 legs in the image) generated by the pre-trained model, while the images on the right side are normal images generated
after fine-tuning the model. Both sets of images used the same initial Gaussian noise, prompts, and seeds.

Figure 7. Comparative evaluation of 300 text prompts: Our
study involved generating images from the pre-trained diffusion
model, the fine-tuned models using other methods, and our fine-
tuned model—using the same text prompts. For each prompt, hu-
man evaluators are tasked with determining which image is better
aligned with the text. Each image was assessed by 5 human raters,
and we report the percentage of images that received favorable
evaluations. We also highlight the percentage with more than half
vote in the black box.

Table 1. Evaluations of prompt-image alignment. We compare
D3PO with those that (a) do not fine-tune, (b) use the preferred
images to fine-tune, and (c) use Reward Weighted method to fine-
tune. D3PO achieve the best performance. D3PO demonstrated
superior performance across all comparisons.

Methods CLIP score (↑) BLIP score (↑) ImageReward score (↑) Human preference (↑)

No fine-tune 30.7 1.95 0.04 14.7%
Preferred images 31.0 1.97 0.08 11%
Reward Weighted 31.5 2.01 0.17 18.7%
D3PO 31.9 2.06 0.27 55.7%

For each epoch, we use 4,000 prompts, generate two im-
ages per prompt, and assess preferences with feedback from
16 different evaluators. The training spans 10 epochs.

The preference comparisons between images from the pre-
trained and fine-tuned models are conducted by an addi-
tional 5 evaluators, with the comparative preferences de-
picted in Figure 7. We also execute quantitative evaluations
of models using metrics that measure the congruence be-
tween prompts and images, including CLIP [42], BLIP [35],
and ImageReward [60], as presented in Table 1.

6. Conclusion

In this paper, we propose a direct preference denoising dif-
fusion policy optimization method, named D3PO, to fine-
tune diffusion models purely from human feedback without
learning a separate reward model. D3PO views the denois-
ing process as a multi-step MDP, making it possible to uti-
lize the DPO-style optimization formula by formulating the
action-value function Q with the reference model and the
fine-tuned model. D3PO updates parameters at each step of
denoising and consumes much fewer GPU memory over-
heads than directly applying the DPO algorithm. The em-
pirical experiments illustrate that our method achieves com-
petitive or even better performance compared with a diffu-
sion model fine-tuned with a reward model that is trained
with a large amount of images and human preferences in
terms of image compressibility, image compressibility and
aesthetic quality. We further show that D3PO can also bene-
fit challenging tasks such as reducing image distortion rates,
enhancing the safety of the generated images, and aligning
prompts and images.
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