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Figure 1. The versatility of DetCLIPv3 supports both open-vocabulary object detection (OVD) and the generation of hierarchical object
labels. Top: when provided with extracted noun phrases from image-text pair captions as input, DetCLIPv3 can detect a broad spectrum
of visual concepts. Bottom: In the absence of predefined categories as input, DetCLIPv3 detects potential objects and generates multi-
granularity hierarchical labels for them, formatted as ’phrase | category | parent category’. DetCLIPv3 offers a more comprehensive

interpretation of objects, significantly expanding the application scope of OVD systems. Zoom in for the best viewing.

Abstract

Existing open-vocabulary object detectors typically re-
quire a predefined set of categories from users, signifi-
cantly confining their application scenarios. In this pa-
per, we introduce DetCLIPv3, a high-performing detector
that excels not only at both open-vocabulary object detec-
tion, but also generating hierarchical labels for detected ob-
jects. DetCLIPv3 is characterized by three core designs:
1. Versatile model architecture: we derive a robust open-
set detection framework which is further empowered with
generation ability via the integration of a caption head.
2. High information density data: we develop an auto-
annotation pipeline leveraging visual large language model
to refine captions for large-scale image-text pairs, provid-
ing rich, multi-granular object labels to enhance the train-
ing. 3. Efficient training strategy: we employ a pre-training
stage with low-resolution inputs that enables the object cap-
tioner to efficiently learn a broad spectrum of visual con-
cepts from extensive image-text paired data. This is fol-
lowed by a fine-tuning stage that leverages a small num-
ber of high-resolution samples to further enhance detec-
tion performance. With these effective designs, DetCLIPv3
demonstrates superior open-vocabulary detection perfor-
mance, e.g., our Swin-T backbone model achieves a notable
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47.0 zero-shot fixed AP on the LVIS minival benchmark,
outperforming GLIPv2, GroundingDINO, and DetCLIPv2
by 18.0/19.6/6.6 AP, respectively. DetCLIPv3 also achieves
a state-of-the-art 19.7 AP in dense captioning task on VG
dataset, showcasing its strong generative capability.

1. Introduction

Recent progress in open-vocabulary object detection (OVD)
has achieved the ability to identify and localize a diverse
range of objects [2, 11, 12,20, 27, 34, 54, 55, 62]. However,
these models are limited by their reliance on a predefined
object category list during inference, which hinders their
usage in practical scenarios.

In contrast to current open-vocabulary object detection
(OVD) methods that recognizes objects solely based on cat-
egory names, human cognition demonstrates much more
versatility. As illustrated in Figure 2, humans are able to un-
derstand objects from different granularities, in a hierarchi-
cal manner. This multi-level recognition ability showcases
the rich visual understanding that humans possess, which is
yet to be achieved in contemporary OVD systems.

To address the above limitations, we introduce Det-
CLIPv3, a novel object detector that enhances the scope of
open-vocabulary object detection. DetCLIPv3 is able to not
only recognize objects based on provided category names
but also generate hierarchical labels for each detected ob-
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Figure 2. (a): Existing open-vocabulary object detectors recognize
objects based on category names; (b): Humans interpret visual
concepts from multiple hierarchies and granularities.

ject. This feature offers two advantages: 1) owing to the
superior generative ability, the detector is applicable even
in the absence of the appropriate input object category; 2)
the model is able to provide a comprehensive and hierarchi-
cal description about the objects, rather than simply recog-
nizing them based on given categories. Specifically, Det-
CLIPv3 is characterized by three core designs:

Versatile model architecture: DetCLIPv3 is grounded
on a robust open-vocabulary (OV) detector, which is further
empowered with a object captioner to provide generative
capabilities. Specifically, the object captioner leverages the
foreground proposals provided by the OV detector and is
trained to generate hierarchical labels for each detected ob-
ject through a language modeling training objective. This
design allows for not only accurate localization, but also
detailed descriptions of the visual concepts, and thereby of-
fering a richer interpretation of the visual contents.

High information density data: The development
of strong generative ability necessitates abundant train-
ing data enriched with detailed object-level descriptions.
The scarcity of such comprehensive datasets (e.g., Visual
Genome [23]) presents a substantial obstacle in training ef-
fective object captioners. On the other hand, while large-
scale image-text pair data are plentiful, they lack fine-
grained annotations for each object. To benefit from such
data, we design an auto-labeling pipeline leveraging state-
of-the-art vision large language models [6, 33], which is
able to provide refined image captions containing rich hi-
erarchical object labels. With this pipeline, we derive a
large-scale dataset (termed as GranuCap50M) for bolster-
ing DetCLIPv3 ’s abilities in both detection and generation.

Efficient multi-stage training: The prohibitive train-
ing costs associated with high-resolution inputs for object
detectors present a significant barrier to learning from ex-
tensive image-text pairs. To address the issue, we pro-
pose an efficient multi-stage alignment training strategy.
This method initially harnesses knowledge from large-
scale, low-resolution image-text datasets, followed by fine-
tuning on high-quality, fine-grained, high-resolution data.

The approach ensures comprehensive visual concept learn-
ing while maintaining manageable training demands.

With the effective designs, DetCLIPv3 achieves out-
standing detection and object-level generation capabilities,
e.g., with a Swin-T backbone, it achieves a remarkable 47.0
zero-shot fixed AP [8] on the LVIS minival benchmark,
significantly outperforming predecessors like GLIPv2 [60],
DetCLIPv2 [55], and GroundingDINO [34]. Besides, it
achieves 18.4 mAP on dense captioning task, surpassing the
previous SOTA method GRiT [52] by 2.9 mAP. Extensive
experiments further demonstrate the superior domain gen-
eralization and downstream transferbility of DetCLIPv3.

2. Related works

Open-vocabulary object detection. Recent advancements
in Open-vocabulary Object Detection (OVD) allow for
identifying objects across unlimited range of categories, as
seenin [14, 15,53, 58, 64]. These approaches achieve OVD
by incorporating pre-trained VL models like CLIP [42] into
the detector. Alternatively, expanding the detection training
dataset has shown promise [22, 27, 29, 34, 54, 55, 60, 65],
which combine the datasets from various task, such as clas-
sification and visual grounding. Moreover, pseudo labeling
has emerged as another effective strategy for augmenting
training datasets, as demonstrated in [13, 27, 39, 54, 63,
64]. However, previous OVD methods still require a pre-
defined object categories for detection, limiting their appli-
cability in diverse scenarios. In contrast, our DetCLIPv3 is
capable of generating rich hierarchical object labels even in
the absence of category names.

Dense captioning. Dense captioning aims at generating de-
scriptions for specific image areas [21, 26, 28, 47, 56]. Re-
cently, CapDet [36] and GRiT [52] both equip the object
detector with generative ability by introducing a captioner.
However, they are only able to generate descriptions for
limited visual concepts due to the scarcity of training data
contained in i.e., Visual Genome [23]. In contrast, we har-
ness the rich knowledge in the large-scale image-text pairs,
and enable the model to generate hierarchical label infor-
mation for much broader spectrum of concepts.

Re-captioning for image-text paris. Recent studies [5,
24, 40, 57] highlight the issues present in current image-
text pair data and have shown that recaptioned high-quality
image-text pairs can significantly enhance the learning ef-
ficiency of various visual tasks, such as text-to-image gen-
eration [5, 40], image-text retrieval [24, 25] and image cap-
tioning [24, 57]. We extend this idea to open-vocabulary
object detection and explore how to effectively utilize the
object entity information contained in image-text pairs.

3. Method

In this section, we introduce the core designs of DetCLIPv3,
which includes: (1) Model Architecture (Sec. 3.1) - eluci-
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Figure 3. The illustration for DetCLIPv3 framework.
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: The object captioner is designed to generate hierarchical labels for

detected objects and also learns to generate image-level descriptions as an aid to its training.

dating how our model enables both open-vocabulary object
detection and generation of object descriptions; (2) Auto-
Annotation Data Pipeline (Sec. 3.2) - detailing our approach
for curating large-scale, high-quality image-text pairs, en-
compassing objects information across a spectrum of gran-
ularities; and (3) Training Strategy (Sec. 3.3) - outlining
how we effectively leverage large-scale image-text datasets
to facilitate object concept generation, which in turn boosts
open-vocabulary detection capabilities.

3.1. Model Design

Figure 3 illustrates the overall framework of DetCLIPv3.
In essence, the model is grounded on a powerful open-
vocabulary detection object detector, and is equipped with
an object captioner dedicated to generating hierarchical and
descriptive object concepts. The model is able to function
under two modes: 1) When a pre-defined category vocabu-
laries list is provided, DetCLIPv3 predicts the localization
of objects that are mentioned in the list; 2) in the absence
of the vocabulary list, DetCLIPv3 is able to localize the ob-
jects and generate hierachical for each of them.

Data formulation. DetCLIPv3’s training leverages
datasets from multiple sources, including detection [46, 51],
grounding [22], and image-text pairs [4, 44, 48, 49] with
bounding-box pseudo-labels (as detailed in Sec. 3.2). Fol-
lowing DetCLIPv1/v2 [54, 55], we employ a parallel for-
mulation to unify text inputs from various data sources into
a uniform format. Specifically, each input sample is struc-
tured as a triplet, (z, {b;}}¥.;,yM,), where z € R3*HxW
is the input image, {b;|b; € R*}Y, represents a set of
bounding boxes, and y{vzfl denotes a set of concept texts,
comprising both positive and negative concepts.

For detection data, y; comprises class names along with
their definitions (as in [54, 55]), applicable in both training
and testing phases. The negative concepts are sampled from
categories within the dataset. For grounding and image-
text pair data, the positive concepts are object descriptions,
while the negatives are sampled from a large-scale noun

corpus (details in Sec. 3.2). During training, to increase
the number of negative concepts, we collect them across all
training nodes and implement a deduplication process.

Open vocabulary detector. We present a compact yet pow-
erful detector architecture for DetCLIPv3, which is depicted
within the red box of Figure 3. Specifically, it is a dual-path
model comprising a visual object detector ®,, and a text en-
coder ®,. The visual object detector employs a transformer-
based detection architecture [3, 61, 66], composed of a
backbone, a pixel encoder, and an object decoder. The
backbone and pixel encoder are responsible for extracting
visual features, conducting fine-grained feature fusion, and
proposing candidate object queries for the decoder. Similar
to GroundingDINO [34], we utilize text features to select
the top-k pixel features based on similarity, and later us-
ing their coordinate predictions to initialize the positional
part of the decoder object query. However, distinctively, we
abandon the computationally intensive cross-modal fusion
modules designed in [34]. Following previous DETR-like
detectors [3, 61, 66], our training loss is composed of three
components: ‘Cdet = Lalign + ‘Cboa; + Eioua where Lalig’n
is a contrastive focal loss [32] between regional visual fea-
tures and textual concepts, while L., and L;,,, are the L1
loss and GIOU [43] loss, respectively. To boost the perfor-
mance, auxiliary losses are employed at each layer of the
decoder and at the output of the encoder.

Object captioner. The object captioner empowers Det-
CLIPV3 to generate detailed and hierarchical label for ob-
jects. To acquire the rich knowledge contained in image-
text pairs, we further incorporate image-level captioning
objective during training to enhance the generation capa-
bility. As illustrated in the blue box of Figure 3, the de-
sign of the object captioner is inspired by Qformer [25].
Specifically, it adopts a multi-modal Transformer-based ar-
chitecture with its cross-attention layer replaced by de-
formable attention [66] tailored for dense prediction task.
The captioner’s input comprises both visual (object or im-
age) queries and text tokens. The visual queries interact
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with features from the pixel encoder via cross-attention,
while the self-attention layers and FFN layers are shared
across different modalities. Furthermore, a multimodal
causal self-attention mask [9, 25] is adopted to control the
interaction between visual queries and text tokens. The
training of the captioner is guided by the conventional lan-
guage modeling loss L;,,, with distinct input formats for
object-level and image-level generation:

* Object-Level generation. The object query and the
reference points required for the deformable cross-
attention are derived from the final layer output of
the object decoder. The input is structured as: <
objectquery, [OBJ], text >, where [OBJ] is a special
task token indicating the object generation task. Dur-
ing training, we compute the loss using positive queries
matching the ground truth. During inference, to obtain
foreground proposals, we select the top-k candidate ob-
ject queries based on their similarity to the most fre-
quent 15K noun concepts from our curated noun corpus
(Sec. 3.2). After generating hierarchical labels for these
objects, we re-calibrate their objectness scores, using the
OV detector to calculate the similarity between object
queries and their generated ‘phrase’ and ‘category’ fields.
The higher of these 2 similarities is then adopted as ob-
jectness score.

* Image-Level generation. Inspired by Qformer [25], we
initialize 32 learnable image queries and use a set of
fixed reference points. Specifically, we sample 32 loca-
tions from equal intervals from the reference points of the
pixel encoder. Similar to object-level generation, the in-
putis structured as < imagequery, [ IMG], text >, with
[IMG] being a special task token indicating image gen-
eration. The inference process of image-level generation
is consistent with the training.

3.2. Dataset Construction

Auto-annotation data pipeline. Leveraging vast, cost-
effective image-text pairs for visual concept learning is piv-
otal in enhancing the generalization capabilities of open-
vocabulary object detectors. However, existing image-text
pair datasets exhibit significant deficiencies that hinder their
utility for OVD, as depicted in Figure 4: (1) Misalign-
ment: Internet-sourced image-text pair data frequently con-
tain substantial noise. Even with CLIP [42] score-based fil-
tering [44, 45], many texts still fail to accurately describe
the content of images, as shown in the 2nd and 3rd im-
ages of Figure 4. (2) Partial annotation: The major-
ity of texts describe only the primary objects in images,
resulting in sparse object information, and consequently,
hurting learning efficiency of OVD systems, as observed
in the 1st image. (3) Entity extraction challenge: Prior
works [22, 30, 39, 55] primarily employ conventional NLP
parsers, such as NLTK [1, 38] or SpaCy [19], to extract

noun concepts from image-text pairs. Their limited capa-
bility can result in nouns that poorly align with the images’
content, as illustrated in the second row of Figure 4. This
mismatch poses further complications for subsequent learn-
ing process or pseudo-labeling workflow.

An ideal image-text pair dataset for OVD should encom-
pass accurate and comprehensive descriptions of images,
providing information about objects within images across a
spectrum of granularity, from detailed to coarse. Motivated
by this, we propose the use of a Visual Large Language
Model (VLLM) [6, 33] to develop an automated annotation
pipeline, improving the quality of data. VLLMs possess
the capability to perceive the contents of images, as well
as robust language skills, enabling them to generate precise
and detailed captions as well as object descriptions. Specif-
ically, our pipeline comprises the following processes:

1. Recaptioning with VLLM: We sample 240k image-text
pairs from commonly used datasets [4, 48, 49] and con-
ducted recaptioning using the InstructBLIP [6] model.
To leverage the information from the original caption,
we incorporate it into our prompt design, which is struc-
tured as: “Given a noisy caption of the image: {raw
caption}, write a detailed clean description of the im-
age.”. This method effectively enhances the quality of
the caption texts while maintaining the diversity of noun
concepts in the original captions.

2. Entity extraction using GPT-4: We harness the excep-
tional language capability of GPT-4 [41] to process en-
tity information in refined captions. Specifically, it is
first utilized to filter out non-entity descriptions from
the VLLM-generated captions, such as atmospheric or
artistic interpretations of the images. Subsequently, it is
tasked with extracting object entities present in the cap-
tions. Each entity was formatted into a triplet: {phrase,
category, parent category}, representing object descrip-
tions at three distinct levels of granularity.

3. Instruction tuning of VLLM for large-scale anno-
tation: Considering the substantial costs of the GPT-
4 API, its use for large-scale dataset generation is im-
practical. As a solution, we perform a further instruc-
tion tuning phase on a LLaVA [33] model, utilizing the
improved captions and object entities obtained through
prior steps. This finetuned model is then employed to
produce captions and entity information for an exten-
sive dataset comprising 200M image-text pairs, sampled
from CC15M [4, 48], YFCC[49] and LAION [44].

4. Auto-labelling for bounding boxes: To automatically
derive bounding box annotations for image-text paired
data, we apply a pre-trained open-vocabulary object de-
tector (Sec. 3.3) to assign pseudo bounding box labels
given object entities derived from the previous steps.
The accuracy of the detector can be greatly improved
when provided with accurate candidate object entities
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blonde labrador retriever in snow
on a shoot day

Raw text 8 Questions To Consider Before Meeting With the Woodward's Windows

A Home Designer Fox News

Extracted 1. rock; 2. artist; 3. stage; 4. awards 1. questions; 2. meeting; 3. home; 4. designer; 1. woodward; 2. windows 1. labrador; 2. snow; 3. shoot; 4.
nouns 5. fox; 6. news day

A man is playing a bass guitar on The image depicts a spacious kitchen with The image features a Christmas-themed display in The image features a blonde
Recaption stage during an awards ceremony. He wooden cabinets, countertops, and a store window, showcasing a variety of decorations  labrador retriever standing in the

appliances. There is a large island in the
center. The kitchen also features a stainless
steel refrigerator, oven, and dishwasher ...

and figurines. There are several mannequins
dressed in Victorian-style clothing. Additionally,
there are various Christmas trees and wreaths ...

text is wearing a black suit and appears to
be singing into a microphone while
holding his guitar.

snow, looking up and away from
the camera. The dog's head is
tilted slightly to the side.

1. 'Man playing a bass guitar' | 'Man' | "Human' 1. 'Spacious kitchen' | 'kitchen' | 'Rooms in a house' 1. 'Christmas-themed display' | 'display’ | ‘Store Items' 1. 'Blonde labrador retriever' |
Extracted 2. 'Bass guitar' | 'Guitar' | 'Musical Instrument’ 2. 'Wooden cabinets' | ‘cabinets’ | 'Furniture’ 2. 'Store window' | 'window' | 'Building Parts’ 'labrador retriever' | 'Dog breeds'
entities 3. 'Stage' | 'Stage’ | 'Location’ 3. 'Countertops' | ‘countertops' | 'Kitchen appliances’ 3. 'Figurines' | ‘figurines’ | 'Decorative Items' 2.'Snow’ | 'Snow' | 'Weather
4. "Black suit' | 'Suit' | 'Clothing’ 4. 'Appliances’ | ‘appliances’ | ‘Kitchen appliances' 4. 'Several mannequins’ | ‘'mannequins’ | 'Store Items’ conditions'
5. 'Mannequins dressed in Victorian-style clothing’ | 3.'Dog's head' | 'Head' | '‘Body parts

P

Microphone' | 'Microphone' | 'Electronics’ 5. 'Large island' | ‘island" | 'Kitchen furniture’

‘mannegquins' | 'Store Items’

Figure 4. The illustration of quality issues existing in image-text pair data. Row 1: Existing image-text pair dataset typically suffer from

significant

and image-text misalignment problems. Row 2: Limited by capabilities, traditional NLP parsers [1, 19]

extract nouns do not correspond to actual object in the images. Row 3: Our data pipeline provides refined captions with highly detailed

image descriptions,

from VLLM. Specifically, we utilize the fields ’phrase’
and ’category’ as the textual inputs for the detector and
employ a predefined score threshold to filter the resulting
bounding boxes. If either of the two fields are matched,
we assign the entire entity {phrase, category, parent
category} for that object. After filtering with a pre-
defined confidence threshold, approximately 5S0M data
are sampled for subsequent training, which we refer to
as GranuCap50M. For training the detector, we use
the fields of ’phrase’ and ’category’ as the textual la-
bel; while for object captioner, we concatenate the three
fields — ’phrase | category | parent category’ — to serve
as the object’s ground truth description.

None concept corpus. Similar to DetCLIP [54], we de-
velop a noun concept corpus using the information of ex-
tracted object entity. This corpus is mainly designed to pro-
vide negative concepts for grounding and image-text pair
data (Sec. 3.1). Specifically, we collect the 'category’ field
of entities from the 200M recaptioned data. Post frequency
analysis, concepts with a total frequency below 10 are omit-
ted. The resulting noun concept corpus of DetCLIPv3 con-
sists of 792k noun concepts, expanding nearly 57 times be-
yond the 14k concepts built in DetCLIP.

3.3. Multi-stage Training Scheme

Learning to generate diverse object descriptions requires ex-
tensive training on large-scale datasets. However, dense
prediction tasks such as object detection demand high-
resolution inputs to effectively handle scale variance across
different objects. This substantially raises the computa-
tional cost, posing a challenge to scaling up the training.
To mitigate this issue, we develop training strategy based

from the original captions while supplementing missing concepts. Row 4: Our
data pipeline provides rich, multi-granularity object entity information.

on ’pretraining+finetuning’ paradigm to optimize training

costs, Specifically, it consists of 3 steps:

1. Training the OV detector (stage 1): In the initial phase,
we train the OV detector with annotated datasets, i.e.,
Objects365 [46], V3Det[51] and GoldG [22]. To prepare
the model for learning from lower-resolution inputs in
later training stages, we apply large-scale jittering aug-
mentation to the training data. Additionally, the model
with Swin-L backbone developed during this phase is
utilized to generate pseudo bounding box for image-text
pairs, as described in Sec. 3.2.

2. Pretraining the object captioner (stage 2): To enable
the object captioner to generate diverse object descrip-
tions, we conduct its pretraining using GranuCap50M.
To boost the efficiency of this training phase, we freeze
all parameters of the OV detector, including the back-
bone, pixel encoder, and object decoder, and adopt a
lower input resolution of 320x320. This strategy facil-
itates the captioner to efficiently acquire the visual con-
cept knowledge from large-scale image-text pairs.

3. Holistic finetuning (stage 3): This phase aims to adapt
the captioner for high-resolution input while simultane-
ously improving the OV detector. Specifically, we sam-
ple 600k samples from GranuCap50M with balanced
concepts. These samples, along with detection and
grounding datasets, are utilized to further fine-tune the
model. All parameters are released during this phase
to maximize the effectiveness, with the training objec-
tive set to the combination of detection and captioning
losses, i.e., L = Lget + Lim. The supervision for the
captioner solely comes from dataset constructed using
our auto-annotation pipeline, whereas all data contribute
to the training of the OV detector. Since both the detec-
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LVISminival LVI Sval

Method Backbone Pre-training data AP, AP, AP. AP; AP, AP, AP, AP
1 GLIP [27] Swin-T 0365,GoldG,Cap4M 26.0 20.8 214 31.0 17.2 10.1 125 252
2 GLIPv2 [60] Swin-T 0365,GoldG,Cap4M 290 - - - - - - -
3 CapDet [36] Swin-T 0365,VG 33.8 29.6 32.8 355 - - - -
4 GroundingDINO [34] Swin-T 0365,GoldG,Cap4M 274 18.1 233 327 - - - -
5 OWL-ST [39] CLIP B/16 WebLI2B 344 383 - - 28,6 303 - -
6 DetCLIP [54] Swin-T 0365,GoldG,YFCCIM 359 332 357 364 284 250 27.0 284
7 DetCLIPv2 [55] Swin-T 0365,GoldG,CC15M 404 36.0 41.7 404 32.8 31.0 31.7 34.8
8 DetCLIPv3 Swin-T 0365,V3Det,GoldG,GranuCap5SOM  47.0 45.1 47.7 46.7 389 37.2 375 41.2
9 GLIP [27] Swin-L FourODs,GoldG,Cap24M 37.3 282 343 415 269 17.1 233 364
10 GLIPv2 [60] Swin-H ,GoldG,CC15M,SBU - - - - - - -
11 GroundingDINO [34] Swin-L 0365,0L,GoldG,Cap4M, ,RefC 222 30.7 388 - - - -
12 OWL-ST [39] CLIP L/14 WebLI2B 409 415 - - 352 362 - -
13 DetCLIP [54] Swin-L 0365,GoldG,YFCCIM 38.6 36.0 383 393 284 250 27.0 31.6
14 DetCLIPV2 [55] Swin-L 0365,GoldG,CC15M 447 43.1 463 437 36.6 333 362 385
15 DetCLIPv3 Swin-L 0365,V3Det,GoldG,GranuCap5S0M  48.8 49.9 49.7 47.8 414 414 405 423

Table 1. Zero-shot fixed AP [8] on LVIS val [16] and minival [22].

numbers indicate including COCO [31] into training, which shares

the identical image set with LVIS, thus not representing truly zero-shot. DetCLIPv3 achieves state-of-the-art performance.

tor and captioner have been pretrained, the model can be
efficiently adapted in a few epochs.

4. Experiments

Training detail. We train 2 models with Swin-T and Swin-
L [35] backbones. The training settings for the object detec-
tor primarily follows DetCLIPv2 [55]. We use 32/64 V100
GPUs to train swin-T/L-based models, respectively. The
training epochs for the three phases are 12, 3, and 5, respec-
tively. For the model with the Swin-T backbone, the respec-
tive training times for these stages amount to 54, 56, and 35
hours. Refer to Appendix for additional training details.

4.1. Zero-Shot Open-Vocabulary Object Detection

Following previous works [27, 39, 54, 55, 60], we evaluate
our model’s open-vocabulary capability with the zero-shot
performance on the 1203-class LVIS [16] dataset. We report
performance of fixed AP [8] on both val (LVIS**") and mini-
val [22] (LVIS™""#) splits. In this experiment, we only use
the OV detector component of the model, with class names
of the datasets serving as the input.

Table 1 presents a comparison of our method with ex-
isting approaches. DetCLIPv3 significantly outperforms its
counterparts, demonstrating superior open-vocabulary ob-
ject detection capabilities. For instance, on LVIS minival,
our models with Swin-T (row 8) and Swin-L (row 15) back-
bones achieve an AP of 47.0 and 48.8, respectively, improv-
ing upon the previous state-of-the-art method, DetCLIPv2,
by 6.6 (row 7) and 4.1 AP (row 14). Notably, the perfor-
mance of our Swin-L. model on the rare category (49.9 AP)
even surpasses that on the base category (47.8 AP in fre-
quent and 49.7 AP in common). This indicates that compre-
hensive pretraining with high-quality image-text pairs sub-

stantially broadens the model’s capacity to recognize vari-
ous visual concepts, leading to significant improved detec-
tion capabilities on long-tail distributed data.

4.2. Evaluation of Object Captioner

We adopt 2 tasks for evaluating our object captioner, i.e.,
zero-shot generative object detection and dense captioning.

Zero-shot generative object detection. We conduct zero-
shot object-level label generation on COCO [31] dataset
with the inference process described in Sec. 3.1 and evaluate
its detection performance. However, this evaluation poses
significant challenges due to two key factors: (1) the ab-
sence of predefined categories for foreground selection re-
sults in discrepancies between the detector’s proposed fore-
ground regions and dataset’s object patterns. (2) the gen-
eration results can be any arbitrary vocabulary, which may
not align with the class names specified in the dataset. To
mitigate these issues, we introduce several post-processing
techniques. Specifically, we use the ’category’ field from
the generated labels as the object’s class. To address is-
sue (2), during evaluation, we compute similarity between
the generated categories and COCO’s class names using the
text encoder of the evaluated model, substituting the gener-
ated object category with the best-matched COCO category.
To resolve issue (1), we further filter out objects with a sim-
ilarity score below a predefined threshold of 0.7.

To compare with existing methods, we adopt the OV
COCO setting proposed in OVR-CNN [59], where 48
classes from COCO are selected as base classes and 17 as
novel classes. The evaluation metric used is the mAP at an
IoU of 0.5. Contrary to previous methods, we perform zero-
shot generative OV detection across all settings without
conducting training on the base categories. Table 2 presents
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Method Generative I\/i(;;zl E;SSE OX;Z?)H Method Backbone CigO COE;) -0 R]::)gszttrllzess
OVR-CNN [59] X 22.8 GLIP [27] Swin-T 46.1 29 +8.0
Detic [65] X 27.8 DetCLIPv3 Swin-T 47.2 38.5 +17.3
RegionCLIP [64] X 268 DINO [61]  Swin-L 42.1 +15.8
VILD [15] X 27.6 .
VLDet [30] x 20 DyHead [7]  Swin-L 35.3 +10.0
DetPro [10] X 433 GLIP [27] Swin-L 51.4 48 +24.9
GRiT [52] ViT-H 42.9 +15.7
DetCLIPv3 (Swin-T) v 547 428 469 DetCLIPv3  Swin-L 48.5 48.8 +27.0
DetCLIPv3 (Swin-L) v 57.3 442 49.3

Table 2. Zero-shot generative object detection on COCO [31].

numbers indicate training on COCO’s base classes. Our
method significantly outperforms previous OV detectors in novel
categories in a generative manner.

Method VG V12 VG-COCO

AP AP
1 JIVC[21] 10.0 7.9
2 COCG [28] 10.4 8.9
3  CAG-Net [56] 10.5 -
4 TDC+ROCSU [47] 11.9 11.6
5 CapDet [36] 15.4 14.0
6 GRIiT [52] 15.5 -
7 DetCLIPv3 (Swin-T) 18.4 17.7
8 DetCLIPv3 (Swin-L) 19.7 18.9

Table 3. Dense captioning on VG V1.2 [23] and VG-COCO [47].

the evaluation results. Our generative method can signif-
icantly outperform previous discriminative approaches in
novel class performance. And our overall AP achieves a
level comparable to previous methods without training on
base classes. These results demonstrate the potential of
generative-based OV detection as a promising paradigm.

Dense captioning. Leveraging visual concept knowledge
acquired from extensive image-text pairs, DetCLIPv3 can
be easily adapted to generate detailed object descriptions.
Following [21, 47], we evaluate the dense captioning perfor-
mance on the VG V1.2 [23] and VG-COCO [47] datasets.
To ensure a fair comparison, we finetune our model on the
training dataset. Similar to CapDet [36], during fine-tuning,
we convert our OV detector into a class-agnostic foreground
extractor, which is achieved by assigning the textual label of
all foreground objects to the concept ‘object’. Table 3 com-
pares our method with the existing methods. DetCLIPv3
significantly outperforms existing approaches. E.g., on VG,
our models with Swin-T (row 7) and Swin-L (row 8) back-
bones surpass the previous best method, GRiT [52] (row 6),
by 2.9 AP and 4.2 AP, respectively.

4.3. Robustness to Distribution Shift

A robust OV object detector should be capable of recogniz-
ing a broad spectrum of visual concepts across various do-
mains. The recent vision-language model CLIP [42] show-

Table 4. Distribution shift performance on COCO-O [37].
numbers indicate include COCO [31] data into training.

LVISpn LvIS;™ ODinW13

Method Backbone APull l/)islgmrc Al)al] aA”Prarc AP
GLIP [27] Swin-T - - - - 64.9
GLIPv2 [60] Swin-T - - 50.6 - 66.5
DetCLIPV2 [55] Swin-T - - 50.7 443 68.0
OWL-ST+FT[39] CLIPB/16 48.7 42.1 - - -

DetCLIPv3 Swin-T 543 537 565 551 711
GLIP [27] Swin-L - - - - 68.9
GLIPv2 [60] Swin-H - - 59.8 - 70.4
DetCLIPv2[55] Swin-L - - 60.1 58.3 70.4
OWL-ST+FT[39] CLIPL/14 562 523 - - -

DetCLIPv3 Swin-L 60.5 60.3 605 60.7 72.1

Table 5. Fine-tuning performance. Fixed AP [8] on LVIS mini-
val5k [22] and average AP on ODinW13 [27] are reported.

cases remarkable generalization to domain shifts in Ima-
geNet variants [17, 18, 50] through learning from extensive
image-text pairs. Similarly, we expect observing compara-
ble phenomena in OV detection. To this end, we use COCO-
O [37] to study our model’s robustness to distribution shifts.
Table 4 compares our method with several leading closed-
set detectors and the open-set detector GLIP on both COCO
and COCO-0. As COCO is not incorporated into our train-
ing, DetCLIPv3’s performance trails behind those detectors
that are specifically trained on it. However, our model sig-
nificantly outperforms these detectors on COCO-O. E.g.,
our Swin-L. model achieves 48.8 AP on COCO-O, which
even surpasses its COCO performance (48.5 AP) and at-
tains the best effective robustness score of +27.0. Refer Ap-
pendix for qualitative visualizations.

4.4. Transfer Results with Fine-tuning

Table 5 explores the transferability of DetCLIPv3 by fine-
tuning it on downstream datasets, i.e. LVIS minival [22] and
ODinW [27]. For LVIS, two settings are considered: (1)
LVISy,.: only base (common and frequent) classes are used
for training, as per [39]; and (2) LVISy™: entails training
with all categories.

DetCLIPv3 consistently outperforms its counterparts
across all settings. On ODinW13, the Swin-T based Det-
CLIPv3 (71.1 AP) even surpasses the Swin-L based Det-
CLIPv2 (70.4 AP). On LVIS, DetCLIPv3 demonstrates
exceptional performance, e.g., the Swin-L based model
reaches 60.5 AP on both LVIS™ and LVIS™™, surpass-

base
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LVIS™™  COCO-O VGVI.2
APai APy AP AP
1 Baseline 30.8 287 24.1 -
2 +GoldG 414 375 3255 -
3 +V3Det 425 394 30.7 -
4 +GranuCap600k 453 422 364 -
5 +Captioner 46.6 445 38.0 17.1
6 +Stage2 pretraining 47.0  45.1 38.5 18.4

Table 6. The evolution roadmap of DetCLIPv3. Each row intro-
duces new changes building upon the results of the preceding row.

Threshold  #Samples APy AP
1 0.15 600k 45.0 432
2 0.2 600k 453 422
3 0.25 600k 448 423
4 0.3 600k 449 410
5 0.2 300k 44.0  40.1
6 0.2 600k 453 422
7 0.2 1200k 46.1 44.2

Table 7. Impact of filtering threshold and data volume of pseudo-
labeled image-text pairs.

ing OWL-ST+FT [39] (56.2 AP on LVIS["™) that pretrains
with 2B pseudo-labeled data by a large margin. This in-
dicates the high-quality image-text pairs construted by our
auto-annotation pipeline effectively boosts the learning ef-
ficiency. Besides, we observe a conclusion parallel to that
in [39]: with strong pretraining, even fine-tuning solely on
base categories can substantially enhance performance of
rare categories. This is exemplified by the Swin-L model’s
improvement from 49.8 AP, in row 15 of Table 1 to 60.3

AP, of Table 5.

4.5. Ablation Study

DetCLIPv3’s evolution roadmap. Table 6 investigates
the development roadmap of DetCLIPv3, from the baseline
model to the final version. Our experiments utilize a model
with a Swin-T backbone. For the OV detector, we evaluate
the AP on LVIS minival (Sec. 4.1) and COCO-O (Sec. 4.3),
and for the captioner, we report the fine-tuned performance
on VG (Sec. 4.2). Our baseline (row 1) model is our OV de-
tector (as described in Sec. 3.1) without the object captioner
and is trained solely on the Objects365 [46]. This model
exhibits limited capabilities, achieving a modest 30.8 AP
on LVIS. Subsequently, we introduce a series of effective
designs: (1) Incorporating more human-annotated data
(rows 2 and 3), i.e., GoldG [22] and V3Det [51], signifi-
cantly boosts the LVIS AP to 42.5. (2) Introducing image-
text pair data, i.e., 600k samples from GranuCap50M (also
the training data used in our stage 3 training, see Sec. 3.3),
effectively further improve the LVIS AP to 45.3. More im-
portantly, it significantly improve the model’s domain gen-

eralization, bring COCO-O AP from 30.7 in row3 to 36.4
in row 4. (3) Row 5 further integrates the object cap-
tioner, yet without the stage 2 pretraining. It boosts the
LVIS AP to 46.6, despite no new data is introduced. This
improvement reveals the learning of captioner benefits OV
detection — learning to generate diverse labels for objects
encourages the object decoder to extract more discrimina-
tive object features. (4) Integrating stage 2 captioner pre-
training efficiently acquires broad visual concept knowl-
edge from the massive image-text pairs of GranuCap50M.
This design significantly enhances the generative capability
of the captioner, boosting the VG AP from 17.1 of row 5
to 18.4 of row 6. Furthermore, it modestly improve the OV
detection performance from 46.6 AP to 47.0 AP on LVIS.

Pseudo-labeling for Image-text Pairs. Table 7 investi-
gates two critical factors in utilizing pseudo-labeled image-
text pairs: the filtering threshold and the data volume. We
experiment with Swin-T model for stage 1 training, with
pseudo-label data incorporated. A filtering threshold of 0.2
achieved the best results, and increasing the volume of data
continuously improved the performance of the OV detec-
tion. Though incorporating 1200k data achieving better re-
sults, we opt for 600k data for stage 3 training for efficiency
consideration. Notably, when assisted with the captioner’s
learning in generative tasks, the effectiveness of 600k data
samples (row 5 of Table 6, 46.6 AP) surpasses the result of
1200k samples without the captioner (46.1 AP).

4.6. Visualization

Figure | provides visualization results for both OV detec-
tion and object label generation of DetCLIPv3. Our model
demonstrates superior visual understanding capabilities, ca-
pable of detecting or generating a broad range of visual con-
cepts. Refer to Appendix for more visualization results.

5. Limitation and Conclusion

Limitation. The evaluation of DetCLIPv3’s generative ca-
pability remains incomplete, as existing benchmarks fall
short in effectively evaluating generative detection results.
Moreover, the detection process in DetCLIPv3 currently
does not support control via instructions. Moving forward,
an important research direction will be to develop compre-
hensive metrics for evaluating generative open-vocabulary
detectors and to integrate large language models (LLMs)
for instruction-controled open-vocabulary detection.

Conclusion. In this paper, we present DetCLIPv3, an in-
novative OV detector that is capable of localizing objects
based on category names, as well as generating object la-
bel that is hierarchical and multi-granular. Such enhanced
visual capability enables more comprehensive fine-grained
visual understanding, which expands the application scenar-
ios for OVD model. We hope our method provides insights
for future development of visual cognition systems.
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