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Abstract

Gait recognition stands as one of the most pivotal re-
mote identification technologies and progressively expands
across research and industry communities. However, exist-
ing gait recognition methods heavily rely on task-specific
upstream driven by supervised learning to provide explicit
gait representations like silhouette sequences, which in-
evitably introduce expensive annotation costs and poten-
tial error accumulation. Escaping from this trend, this
work explores effective gait representations based on the
all-purpose knowledge produced by task-agnostic Large Vi-
sion Models (LVMs) and proposes a simple yet efficient gait
framework, termed BigGait. Specifically, the Gait Repre-
sentation Extractor (GRE) within BigGait draws upon de-
sign principles from established gait representations, effec-
tively transforming all-purpose knowledge into implicit gait
representations without requiring third-party supervision
signals. Experiments on CCPG, CAISA-B* and SUSTech1K
indicate that BigGait significantly outperforms the previ-
ous methods in both within-domain and cross-domain tasks
in most cases, and provides a more practical paradigm
for learning the next-generation gait representation. Fi-
nally, we delve into prospective challenges and promising
directions in LVMs-based gait recognition, aiming to in-
spire future work in this emerging topic. The source code
is available at https://github.com/ShiqiYu/
OpenGait.

1. Introduction

Vision-based gait recognition aims to identify individuals
based on their unique walking patterns. Compared to other
biometric modalities like face, fingerprint, and iris, gait
stands out for its non-intrusive nature and the ability to iden-
tify individuals at long distances without the need for active
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Figure 1. The upstream and downstream parts of existing gait
recognition methods are responsible for gait representation and
metric learning, respectively.

cooperation. These distinctive advantages make gait recog-
nition exceptionally suitable for a range of security applica-
tions, like suspect tracking and identity investigation [34].

Existing gait recognition methods [3, 27–29, 31, 50, 51,
53] heavily depend on upstream tasks driven by supervised
learning, as illustrated by Fig. 1. These tasks encompass a
range of objectives, including, but not limited to, pedestrian
segmentation [45], human parsing [32], body posture [2],
and SMPL [33] model estimation. In general, the upstream
model serves the purpose of providing task-specific priors
to filter out the gait-irrelevant cues within walking videos,
especially for RGB-encoded background and texture char-
acteristics. Next, some inductive biases may be utilized to
refine the intermediate gait representation, ranging from ba-
sic operations like size alignment [42], coordinate normal-
ization [15] to sophisticated ones like making the silhouette
edges differentiable [28] and enforcing the appearance re-
construction [27, 50]. Briefly, existing gait representations
are largely predetermined by upstream supervised tasks.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Figure 2. The illustration of (a) body proportion preservation trick
is provided in the Supplementary Material. (b)-(d) respectively
present the visualization of intermediate representation generated
by (b) mask, (c) appearance, and (d) denoising branch.

Escaping from the reliance on upstream task-specific
models, this paper makes a pioneering effort to acquire de-
sired gait features from task-agnostic Large Vision Models
(LVMs). We are strongly driven by the following insights:
• The recent breakthroughs [17, 23, 35, 37] have confirmed

the discriminability and generalization of all-purpose fea-
tures produced by LVMs, showcasing an attractive oppor-
tunity to enhance gait metric learning.

• Self-supervised pre-training of LVMs obviates the need
for labeled datasets required for training the state-of-the-
art gait upstream models, thus eliminating the substantial
costs necessary for annotating elements such as the sil-
houette, skeleton, and more, on a large scale.

• The task-agnostic knowledge embedded in LVMs is
learned from web-scale datasets without task-specific su-
pervision, thus ideally avoiding error accumulation im-
posed by specific upstream tasks to a large extent.
To bring the above visions to life, we propose the first

LVMs-based gait framework termed BigGait1. Structurally,
we configure the upstream and downstream models as DI-
NOv2 [35] and GaitBase [13] with minor adjustments,
thanks to their representativeness in the domains of LVMs
and gait research, respectively. In this paper, we regard
LVMs-based gait recognition as a challenging task focus-
ing on transforming all-purpose features into effective gait
representations. To achieve this goal, we propose the Gait
Representation Extractor (GRE) bridging the upstream and
downstream models, as illustrated in Fig. 2:
• Mask Branch. Borrowing the design of the silhouette,

as shown in Fig. 2 (b), GRE develops a mask branch to
autonomously infer the foreground without supervision,
thus excluding the background interference on the whole.

• Appearance Branch. As observed in Fig. 2 (c), back-

1Both ‘large’ and ‘big’ can refer to LVMs’ size. We use the latter since
it is relatively common in daily conversations.

ground removal makes foreground features diverse and
discriminative over body parts, resulting in a parsing-like
representation. However, this branch may potentially in-
troduce texture-related noise.

• Denoising Branch in Fig. 2 (d) introduces smoothness
constraints along the spatial dimension to reduce the high-
frequency textural characteristics. Moreover, a diversity
constraint is introduced to prevent trivial solutions.
Overall, our GRE module adopts the design principles

of some established gait representations and distinguishes
itself by leveraging all-purpose knowledge and removing
upstream task-specific supervision. Technically, GRE relies
solely on soft constraints to extract effective gait representa-
tions, i.e., capturing truthful body structural characteristics
while effectively excluding gait-irrelevant noise. Moreover,
this work also finds that the utilization of soft constraints
may introduce two major challenges: (1) Interpretability.
In contrast to the more visually intuitive modality such as
the silhouette and skeleton, which directly convey physi-
cal meanings, the learned representation derived from soft
geometrical constraints, presented as the multi-channel fea-
ture map, may not offer the same level of intuitiveness. (2)
Purity. Completely suppressing the texture characteristics
of RGB videos through soft constraints remains a challenge
for gait recognition [28]. Our comprehensive cross-clothing
and cross-domain evaluations provide strong evidence of
the dominant role of gait features within the acquired gait
representations. Nevertheless, we find that data distribution
may still influence outcomes.

In summary, this paper presents a pioneering attempt
to open up the promising LVMs-based gait recognition re-
search. The main contributions can be outlined as follows:
• BigGait charts a groundbreaking and practical learning

paradigm for the next-generation gait representation, with
gait guidance shifting from task-specific priors to LVMs-
based all-purpose knowledge.

• We establish the effectiveness of all-purpose knowledge
for gait description, as evidenced by its discriminability
and generalization across various gait datasets, including
CCPG [25], CASIA-B* [47] and SUSTech1K [39]. Big-
Gait achieves the SoTA performance in most cases.

2. Related Works
Upstream Models for Gait Representation Learning.
Walking videos often contain numerous extraneous ele-
ments, including background distractions and variations in
color, texture, clothing, and carried items within the fore-
ground. Prior methods have introduced a range of task-
specific models to address these challenges. These models
are designed to provide binary silhouettes [3, 10, 13, 30],
body skeletons [29, 43], human parsing [53], SMPL mod-
els [27], or a combination of these representations [52], to
serve as the input for downstream gait models. Moreover,
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Figure 3. The workflow of BigGait. Specifically, the upstream model is instantiated as DINOv2 aiming to produce all-purpose features.
The central gait representation extractor (GRE) owns three branches respectively responsible for the background removal, feature transfor-
mation, and feature refining. In the end, the modified GaitBase is employed for gait metric learning.

several end-to-end methods [28, 50] aim to optimize the in-
termediate gait representation globally. However, it is im-
portant to recognize that these upstream tasks heavily rely
on supervised learning, giving rise to three primary chal-
lenges: a) considerable annotation costs, b) restricted form
of gait representation, and c) potential accumulation of es-
timation errors. In this paper, BigGait instantiates the up-
stream model as a self-supervised LVM, constructing the
desired gait representation by leveraging the all-purpose
knowledge in a novel manner.

Downstream Models for Gait Metric Learning. De-
pending on the gait representations used, downstream gait
models are designed accordingly. For instance, Convolu-
tional Neural Networks (CNNs) are extensively employed
for modeling image-based gait representations such as sil-
houettes and human parsing, while Graph Convolutional
Networks (GCNs) are commonly employed for learning
skeleton-based representations. In the majority of cases,
downstream gait models place their emphasis on local and
global temporal modeling [9, 21, 22], along with the cre-
ation of spatially hierarchical descriptions [10, 15, 30].

Large Vision Models. Inspired by the success of LLMs [1,
7], researchers have ventured into exploring foundation
models in the field of computer vision [23, 35, 37], i.e.,
learning generalizable features from web-scale data sources
by scalable vision models. For example, CLIP [37] used a
form of textual supervision to guide the training of visual
representation. SAM [23] developed a promotable model
and pre-trained it on a broad dataset using a task that en-
ables powerful generalization for image segmentation. This
paper focuses on another alternative termed self-supervised
LVMs [5, 6, 19], where features are learned from images
alone without supervision. Specifically, the employed DI-
NOv2 [35] demonstrated that self-supervised learning has
the potential to learn all-purposed visual features if pre-

trained on a large quantity of curated data. Here, all-purpose
features aim to work out of the box on any task, e.g., image
classification, and dense recognition like semantic segmen-
tation and depth estimation. The main goal of this paper is
to learn gait representation from these all-purpose features,
thereby benefiting from the advantages of LVMs.
Other Related Works. Recently, GaitSSB [12] intro-
duced a self-supervised pre-training benchmark tailored for
silhouette-based gait recognition. Notably, this pre-training
approach is gait-specific and directly influences the down-
stream model. It still heavily relies on an upstream su-
pervised segmentation model, whereas in the case of DI-
NOv2 within our BigGait, the pre-training is task-agnostic
and serves as the upstream model without the need for su-
pervision. Another distinctive advantage of BigGait lies in
the multi-branch architecture of the GRE module, which
offers a gait representation resembling the capabilities of
multi-modality, even though it derives from a single source.
While typical multi-modal methods [36, 52] require multi-
ple supervised upstream models, we can create diverse gait
representations or their combinations relying solely on all-
purpose features obtained from self-supervised LVMs.

3. Method
As shown in Fig. 3, BigGait consists of three parts, i.e., the
upstream frozen DINOv2 [35], the central GRE module,
and the downstream adjusted GaitBase [13], respectively
responsible for all-purpose feature extraction, gait represen-
tation construction, and gait metric learning.

3.1. Overview

BigGait takes an RGB video as input and processes each
frame in parallel. For simplicity, we focus on a single frame
in the following description. Before feeding the image into
the upstream model, this work adopts a Pad-and-Resize
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Table 1. Parameter and GFLOPs of different upstream/overall
methods. The GFLOPs are calculated for the input size 448×224.

Upstream Obj. Methods Backbone #Params (M) GFLOPs

Segmentation UNet3+ [20] UNet3+ 27.0 308.2
DeepLabV3+ [4] ResNet-50 26.8 43.7

Human Parsing SCHP [24] A-CE2P 66.6 33.5
HRNet [45] HRNet-W48 70.1 61.9

Pose Estimation HRNet [41] HRNet-W32 28.5 15.8
DEKR [16] HRNet-W32 29.5 17.1

All-purpose (Ours) DINOv2 [35] ViT-S/14 21.5 11.0
ViT-L/14 302.9 155.3

Overall Upstream Downstream #Params (M) GFLOPs

Sil.-based DeepLabV3+ GaitBase 34.2 45.4
Parsing-based SCHP GaitBase 74.0 35.2

Skeleton-based HRNet-W32 Gait-TR 29.0 31.2
BigGait (Ours) ViT-S/14 + GRE GaitBase 30.8 12.7

trick to resize it into a fixed resolution of 448 × 224 while
keeping the truthful body proportions. The illustration of
this detail is provided in the Supplementary Material.
Upstream Model. The upstream DINOv2 owns a scalable
ViT [8] as the backbone, with parameter counts ranging
from 21M to 1, 100M. In this study, we opt for the smallest
and second largest counterparts, namely, ViT-S/14 (21M)
and ViT-L/14 (302M), to construct BigGait-S and BigGait-
L, respectively. Given the resized RGB image, the ViT
first divides it into non-overlapping patches with a size of
14 × 14, thus taking 32 × 16 tokenized vectors as input.
Next, the positional encodings are added, and subsequent
stacked ViT blocks transform the features. We gather to-
kens from low to high layers with uniform intervals, and
all these 32 × 16 tokens are concatenated according to the
spatial correspondence to form a feature map. These details
follow the official implementation [35]. Finally, we upsam-
ple the feature map to 64× 32 as output.

We leverage the officially provided model checkpoint
pre-trained on LVD-142M [35] and freeze the imported pa-
rameters during gait metric learning. To reduce carbon
emissions, we establish BigGait-S as the reference ver-
sion, even though BigGait-L exhibits slightly higher per-
formance. Thanks to this choice, the upstream part of Big-
Gait is even smaller than many typical segmentation, human
parsing, and pose estimation networks widely used by ex-
isting gait methods, as shown in Tab. 1.
Central Module. Directly using the learned all-purpose
features can result in inferior performances. In light of
this, this paper pays primary attention to transforming all-
purpose features into useful gait representations, thereby
proposing the GRE module. Specifically, the GRE module
includes three primary components, i.e., the mask, appear-
ance, and denoising branches respectively responsible for
the background removal, feature transformation, and fea-
ture refining. This module outputs two types of gait repre-
sentations, and Sec. 3.2 will provide details.
Downstream Model. We make a minor modification to
GaitBase [13] so that it can process the two-stream input.
As shown in Fig. 3, B1, B2, B3 and B4 refer to the standard
blocks within GaitBase, where Bap

1 and Bde
1 own the dif-

ferent parameters but share the identical structure with B1.
Then, an attention block possessing the widely used cross-
and-select architecture [26] targets aggregating the gener-
ated two-branch features. Excluding the above modifica-
tions, our implementation of GaitBase makes no architec-
tural difference from the official one [13]. The training is
driven by the triplet Ltri and cross-entropy LLce

losses.
Visualization. To understand the content of each interme-
diate feature map, namely fc, fm, fap, and fde depicted in
Fig. 3, we conduct a PCA using the pixel-wise features from
the entire dataset. Projecting pixel-wise features onto the
first three PCA bases allow us to visualize a high-dim fea-
ture map as an RGB color image. This visualization ap-
proach is inherited from DINOv2 [35].

3.2. Gait Representation Extractor

As shown in Fig. 3, f1, f2, f3, f4 denote the feature map
generated by various stages of the ViT backbone with the
corresponding semantic hierarchy spanning from low to
high levels, which is a common practice suggested by DI-
NOv2. Each of them is 2× upsampled by bilinear inter-
polation to improve the resolution, i.e., exhibited as a 3-D
tensor with a size of 384×64×32 while the first dimension
denotes the output channel of the upstream DINOv2. Addi-
tionally, we concatenate these feature maps along the chan-
nel dimension to form fc, i.e., with a size of 1, 536×64×32,
which is rich in both low-level details and high-level seman-
tics. As shown in Fig. 3, fc is dominated by the foreground
and background regions accompanied by noisy spots.
Mask Branch. Inspired by the design of the silhouette, the
GRE module develops a mask branch to remove the back-
ground noise on the whole. Specifically, an auto-encoder is
proposed to generate the foreground mask based on f4:

m = softmax(E(f4))

f̄4 = D(m)

Lrec =
∥∥f4 − f̄4

∥∥
2
,

(1)

where E and D denote the linear convolution layer with
a kernel size of 1 × 1 and the output channel of 2 and
384, respectively. The softmax function is conducted along
the channel dimension, and Lrec presents the reconstruction
loss. Here, we use f4 rather than fc due to its better empir-
ical results. The cause may be that f4 contains higher-level
semantically separable features.

Intuitively, the mask branch works like a PCA by search-
ing two mutually exclusive first components. Thanks to the
segmentable nature of f4, as shown in Fig. 4, the mask
m can be easily learned in this way. Notably, the m is a
two-channel tensor, and which channel represents the fore-
ground is uncertain. So we select the channel whose activa-
tions lay more in the image center as the foreground mask.
Moreover, we perform the binarization and closing opera-
tions to reduce the potential cavities and breakpoints. These
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Figure 4. Visualization of unsupervised mask learning.
common tricks do not appear in Fig. 3 for brevity, i.e., the
symbol of m in Fig. 3 denotes the final foreground mask.

After masking the background regions in fc with m, we
obtain fm:

fm = m · fc, (2)
where · denote the multiplication. Fig. 3 shows that this
process not only largely filters out the background noise but
also makes foreground features diverse and discriminative
over body parts, resulting in a parsing-like effect.
Appearance Branch. To effectively capture characteristics
within fm, GRE develops an appearance branch:

fap = Eap(fm), (3)
where Eap denotes a linear convolution layer with the kernel
size of 1 × 1 and output channel of C. Here C is a hyper-
parameter determining the channel of intermediate gait rep-
resentation fap. Note the functionality of Eap can be eas-
ily approximated by the early layers of GaitBase. Here we
introduce this layer mainly for GPU memory saving by en-
suring C ≪ 1, 536 (the channel number of fm). Overall,
Eap linearly adjusts features along the channel dimension
and then directly feeds its output fap into the gait model.

By comparing the input fm with the output fap, as shown
in Fig. 3, the emergence of noisy elements within the latter
should be primarily driven by the downstream gait model
rather than the linear Eap. This observation is consistent
with findings in related studies [25, 28], suggesting that
the gait model tends to emphasize the clearly unchanged
gait-irrelevant cues rather than the subtle gait patterns. Fur-
ther visualizations in Sec. 3.3 reveal the correlation between
these noises and the clothing texture on the body.

To alleviate this issue, the GRE module develops a de-
noising branch parallel to this appearance branch.
Denoising Branch. This branch regards texture noises as
high-frequency signals along spatial dimensions, thus intro-
ducing a smoothness loss Lsmo, formulated as:

fde = softmax(Ede(fm))

Lsmo = |sobelx ∗ fde|+ |sobely ∗ fde|,
(4)

where Ede denotes non-linear layers composed by a 1 × 1
convolution, a batch normalization, a GELU, and an addi-
tional 1×1 convolution. Its output channel is set to C which
is the same as that of the appearance branch for brevity. The
softmax function is performed along the channel dimension
to normalize the features. The smoothness loss is defined
by the absolute value of channel-wise image gradients along
both the width and height axes. In Eq. 4, sobelx and sobely
refer to the x-axis and y-axis Sobel operator [40], and the
symbol of ∗ represents the convolution operation.

From a definitional standpoint, Lsmo can not remove the
gradual textural noise effectively. But for gait recognition,

we consider that the evident textures on body images, e.g.,
the clothing logo and pattern, are generally high-frequency
characteristics that can be easily eliminated by Lsmo.

Relying solely on the smoothness loss Lsmo can poten-
tially lead to a trivial solution, where each pixel of fde es-
sentially presents nearly identical feature vectors, resulting
in a significant loss of representational diversity. To tackle
this issue, we introduce an additional diversity loss based
on information entropy. The softmax normalization ensures
a certain probability distribution of activations across the
channel dimension, and the uniform one corresponds to the
maximum information entropy. Thus, the diversity loss is:

pi = sum(f i
de)/

C∑
i=1

sum(f i
de)

Ldiv = logC +

C∑
i=1

pilogpi,

(5)

where f i
de and pi respectively represents the activation map

of the i-th channel and the corresponding frequency to en-
tire activations. The constant term logC denotes the maxi-
mum entropy and is imported to prevent the negative loss.

Overall, the learning of the denoising branch is entirely
driven by the above two soft constraints. These losses only
perform in the foreground produced by the mask branch.
Finally, we fuse fap and fde using attention weights:

ffusion = Attn(Bap
1 (fap),Bde

1 (fde)), (6)
where Attn is an attention block, following [14].

3.3. Visualization of Intermediate Representation

To provide an intuitive understanding, we visualize each in-
termediate representation in BigGait, and compare it with
traditional gait representations, as shown in Fig. 5. All-
purpose features fm created by the upstream model (DI-
NOv2) provide diverse and discriminative body parts af-
ter masking the background regions, i.e., purple head, red
abdomen, green limbs and blue shoe. Both fap in the ap-
pearance branch and fde in the denoising branch are de-
rived from fm, with the former inheriting features by a lin-
ear transformation and showing body shape representation
with high-frequency texture noises, and the latter embody-
ing highly consistent skeleton-like representation since de-
ploying smoothness and diversity constraints removes most
texture noises. However, compared with traditional gait rep-
resentations with direct physical meanings, the gait repre-
sentation based on soft geometrical constraints may need
more interpretability on its physical meaning in future.

3.4. Implementation Details

Loss. The overall loss can be formulated as:
L = Ltri +Lce + γrecLrec + γsmoLsmo + γdivLdiv, (7)

where the first two terms are recognition losses of the down-
stream gait model, Lrec is the mask reconstruction loss, and
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Table 2. The amount of the identities (#ID) and sequences (#Seq)
covered by the employed datasets.

Data Set Train Set Test Set Setting#ID #Seq #ID #Seq

CCPG 100 8, 388 100 8, 178 CL, UP, DN, BG
CASIA-B* 74 8, 140 50 5, 500 NM, BG, CL
SUSTech1K 250 6, 011 750 19, 228 Various

the last two are the smoothness and diversity losses of the
denoising branch. In our implementations, γrec, γsmo and
γdiv are respectively set to 1.0, 0.01, and 5.0.
Training. All images are processed with Pad-and-Resize to
the size of 448 × 224. We use the SGD optimizer with a
weight decay of 0.0005, a momentum of 0.9 and an initial
learning rate of 0.1. The learning rate is reduced by a fac-
tor of 0.1 at the 15k, 25k, 30k and 35k iterations, and the
total number of iterations is 40k. The batch size (p, k, l) is
set to (8, 8, 30), where p is the number of IDs, k the num-
ber of sequences per ID, and l the number of frames per
sequence. The sampling strategy of frames from sequence
follows GaitBase [13]. The data augmentation operation
only contains randomly flipping all images in a sequence.

4. Experiments
4.1. Datasets

In our experiments, three popular cross-clothing and multi-
view gait datasets are employed, i.e., CCPG [25], CASIA-
B* [28, 47] and SUSTech1K [39]. Among them, CCPG acts
as the primary benchmark since it prioritizes challenging
cloth-changing scenarios, featuring a diverse collection of
coats, pants, and bags in various colors and styles. The key

Table 3. Rank-1 accuracy on CCPG: BigGait v.s. recent SoTA
models using different inputs. GaitBasep: human parsing inputs.
GaitBasep+s: parsing and silhouette inputs.

Input Model Venue CL UP DN BG Mean

Skeleton
GaitGraph2 [44] CVPRW’22 5.0 5.3 5.8 6.2 5.6

Gait-TR [49] ES’23 15.7 18.3 18.5 17.5 17.5

MSGG [36] MTA’23 29.0 34.5 37.1 33.3 33.5

Sils

GaitSet [3] TPAMI’22 60.2 65.2 65.1 68.5 64.8

GaitPart [10] CVPR’20 64.3 67.8 68.6 71.7 68.1

AUG-OGBase [25] CVPR’23 52.1 57.3 60.1 63.3 58.2

GaitBase [13] CVPR’23 71.6 75.0 76.8 78.6 75.5

DeepGaitV2 [11] Arxiv 78.6 84.8 80.7 89.2 83.3

Parsing GaitBasep CVPR’23 59.1 62.1 66.8 68.1 64.0

Parsing+Sils GaitBasep+s CVPR’23 73.6 76.2 79.1 79.2 77.0

Skeleton+Sils SkeletonGait++ [14] AAAI’24 79.1 83.9 81.7 89.9 83.7

RGB+Sils GaitEdge [28] ECCV’22 66.9 74.0 70.6 77.1 72.2

RGB

AP3D [18] ECCV’20 53.4 57.3 69.7 91.4 67.8

PSTA [46] ICCV’21 42.2 52.2 60.3 84.5 59.8

PiT [48] TII’22 41.0 47.6 64.3 91.0 61.0

BigGait CVPR’24 82.6 85.9 87.1 93.1 87.2

statistics of these gait datasets are listed in Tab. 2. Our im-
plementation follows official protocols, including the train-
ing and gallery/probe set partition strategies. During the
testing, all datasets adopt comprehensive gait evaluation
protocols for multi-view scenes, and rank-1 accuracy is con-
sidered the primary metric.

4.2. Main Results

Note BigGait stands for BigGait-S, as mentioned in
Sec. 3.1, where BigGait-L refers to its large version.
Within-domain Evaluation. We compare BigGait with
various SoTA methods, such as the skeleton-based [36,
44, 49], silhouette-based [3, 10, 13, 25], and end-to-end
gait recognition methods [28], and video-based ReID meth-
ods [18, 46, 48], on the challenging CCPG. The Supplemen-
tary Material provides more within-domain results on ReID
evaluation protocols and on other datasets [39, 47, 54].

As shown in Tab. 3, BigGait achieves significantly bet-
ter performance than other SoTA methods on CCPG. In the
following, we measure BigGait’s effectiveness in filtering
out gait-irrelevant noises from two aspects.

First, compared to video-based ReID methods [18, 46,
48], BigGait outperforms them considerably, e.g., +29.2%
for full-changing (CL), +28.6% for ups-changing (UP),
+17.4% for pants-changing (DN) and +1.7% for bag-
changing (BG) scenarios. Accordingly, we consider that
BigGait can efficiently extract robust identity representa-
tions from raw RGB videos. Fig. 6 provides intuitive evi-
dence by visualizing the activation difference between Big-
Gait and video-based ReID methods.

Second, compared to silhouette-based gait methods [3,
10, 13, 25], which perform well due to immunity to
color/texture noises, BigGait still outperforms them by
+4.0%, +1.1%, +6.4%, and +3.9% in CL, UP, DN, and
BG settings. This indicates that BigGait’s immunity to gait-
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Table 4. Rank-1 accuracy on three popular benchmark datasets: BigGait v.s. recent SoTA methods. This is a cross-domain evaluation and
comparison, in which all methods are trained on one dataset and tested on the remaining two datasets.

(a) Trained on CCPG

Model
Test Set

CASIA-B* SUSTech1K
NM BG CL Clothing Night Overall

GaitSet [3] 47.4 40.9 25.8 8.2 11.0 12.8

GaitBase [13] 59.1 52.7 30.4 9.5 13.1 16.8

AP3D [18] 53.7 46.2 11.9 36.2 51.6 55.3

PSTA [46] 49.7 42.3 8.8 25.7 29.4 40.6

BigGait 77.4 71.5 33.6 43.7 44.8 56.4

(b) Trained on CASIA-B*

Model
Test Set

CCPG SUSTech1K
CL UP DN BG Clothing Night Overall

GaitSet 10.6 16.4 17.2 24.9 7.2 12.2 12.8

GaitBase 10.6 18.1 21.4 28.7 8.1 11.8 15.6

AP3D 2.1 2.9 3.9 6.1 29.3 47.4 48.3

PSTA 1.7 1.9 3.4 5.0 19.9 37.5 34.6

BigGait 7.5 19.5 14.2 43.0 36.9 60.2 64.8

(c) Trained on SUSTech1K

Model
Test Set

CCPG CASIA-B*
CL UP DN BG NM BG CL

GaitSet 14.0 23.7 20.3 43.2 63.3 50.8 26.4

GaitBase 16.8 21.7 26.0 42.7 73.1 61.2 28.2

AP3D 5.5 7.9 13.9 35.1 56.7 48.1 15.3

PSTA 3.7 5.7 9.5 26.5 31.2 27.7 10.6

BigGait 4.5 11.5 11.9 45.5 91.1 85.8 18.7

irrelevant noises is comparable to silhouette-based ones.
Based on these analyses, we consider that gait features

are the primary characteristics extracted by BigGait, even if
gait-irrelevant noises cannot be absolutely eliminated from
RGB inputs. We further validate this conclusion through
cross-domain and visualization experiments.
Cross-domain Evaluation. Tab. 4 shows cross-domain
performance comparisons. BigGait’s cross-domain perfor-
mance varies depending on the training set used. When
trained on CCPG, BigGait exhibits strong adaptability to
unseen datasets, i.e., outperforming both video-based ReID
methods [18, 46] and silhouette-based methods [3, 13].
When the training set is CASIA-B*, BigGait exihibits
less impressive performances in some settings, i.e., per-
forming well in the ups-changing (UP), but poorly in the
full-changing (CL) and pants-changing (DN). When cross-
ing domains from SUSTech1K, BigGait struggles in more
cross-dressing settings (CL, UP and DN).

We consider that BigGait’s power in filtering gait-
irrelevant noises is impacted by the training data biases.
Specifically, the probability of sampling cross-dressing data
pairs from SUSTech1K is lower than 5.0%, likely making
BigGait focus on unchanged clothing cues rather than subtle
gait patterns. Fortunately, with the enrichment of training
data, BigGait can self-correct this mistake. CASIA-B* in-
cludes over 35.0% cross-dressing sample pairs, all of which
are ups-changing, which improve BigGait’s resistance to
ups-changing (UP), as shown in Tab. 4 (b). CCPG has more
diverse outfits than others, containing over 95.0% cross-
dressing pairs, with 78.5% for ups-changing, 80.0% for
pants-changing, and 62.0% for full-changing. As shown in
Tab. 4 (a), BigGait can learn robust gait representations by
training on CCPG. These analyses indicate that the distri-
bution of training data can significantly influence BigGait’s
outcomes, i.e, the more cross-dressing changes given, the
more cross-dressing capacity obtained.
Visualization of Activation Maps. To delve deeper into
the gait representation learned by BigGait, Fig. 6 shows
visualizations of activation maps from both BigGait and
video-based ReID methods [18, 46, 48], driven by the pop-
ular Grad-CAM [38] algorithm. These maps are from
the first layer in BigGait’s downstream model, second
layer in AP3D [18] and PSTA [46], and fourth block in

Video-based ReID BigGait (Ours)

𝑓!" 𝑓#$ 𝑓%&'()*𝐴𝑃3𝐷[18] 𝑃𝑆𝑇𝐴[46] 𝑃𝑖𝑇[48] 𝑓%&'()*
CASIA-B*CCPG CCPG SUSTech1K

𝑓%&'()*

Figure 6. Visualization of activation maps. By background re-
moval and texture denoising, BigGait pay more attention on robust
gait pattern than video-based ReID methods.

PiT [48]. Four key insights emerge: a) Unlike video-based
ReID methods distracted by cluttered backgrounds, Big-
Gait solely attends to the body. b) The video-based ReID
methods are sensitive to high-frequency clothing texture, as
shown in the red box of Fig. 6. c) fap and fde target dif-
ferent body regions, with fap emphasizing limbs and head
via parsing-like priors, and fde highlighting human con-
tours by suppressing texture noises on body. Fusing fap
and fde using attention weights to obtain ffusion. d) As
mentioned before, CASIA-B* only contains ups-changes,
and SUSTech1K has few cloth-changes. Thus BigGait in-
correctly highlights unchanged pants and clothing when
trained on CAISA-B* and SUSTech1K, respectively. More
visualizations are provided in Supplementary Material.

4.3. Ablation Study

All experiments are conducted on CCPG. Due to limited
GPU resources, we adopt 8 frames per sequence in the ab-
lation study to train BigGait for more efficient iterations.
Despite slight performance drop, BigGait’s performance in
Tab. 5 (a) remains comparable with SoTA methods in Tab. 3.
Pad-and-Resize. Compared (a) and (b) in Tab. 5, the Pad-
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Table 5. Ablation of each branch and Pad-and-Resize: w/ and w/o
mask branch, denoising branch, appearance branch and Pad-and-
Resize strategy. ✓* denotes direct feeding to the downstream.

Index Mask
Denois-

ing
Appear-

ance
Pad-and-
Resize CL UP DN BG

(a) ✓ ✓ ✓ ✓ 76.0 79.1 84.2 93.0
(b) ✓ ✓ ✓ × 70.5 72.9 82.8 93.0
(c) × × × ✓ 55.6 62.7 73.7 87.8
(d) × ✓ ✓ ✓ 70.5 76.1 80.9 92.2
(e) ✓ × ✓ ✓ 66.1 71.6 80.7 93.2
(f) ✓ ✓ × ✓ 65.1 68.4 79.2 90.1
(g) ✓* × × ✓ 36.7 46.8 52.4 46.4

and-Resize strategy is helpful for BigGait by faithfully pre-
serving body aspect ratio.
Various Branch. In Tab. 5 (c), without the GRE module,
the performance of BigGait drops to be similar to video-
based ReID methods [18] in Tab. 3. This highlights the ef-
fectiveness of GRE module. Compared (a) to (d-f) in Tab. 5,
each branch contributes substantially. This implies a mutu-
ally beneficial relationship among them. In Tab. 5 (g), Big-
Gait’s foreground mask is less discriminable for recogni-
tion compared to the silhouette in Tab. 3. We consider that
BigGait’s foreground masks is approximate regions rather
than precise segmentations. SoTA results in Tab. 5 (a) are
achieved even without finely segmented foregrounds.
Denoising Branch. Comparing (a) to (b-d) in Tab. 6,
smoothness loss alone leads to a trivial solution, while com-
bining it with diversity constraint improves results. Com-
pared (a) with (e) and (f) in Tab. 6, we explore an appropri-
ate channel number for the denoising branch.
Upstream and Downstream Models. Compared (c) with
(d) in Tab. 7, BigGait-L exhibits slightly higher perfor-
mance than BigGait-S. Compared (c) with (e) in Tab. 7,
we verify that the gains primarily come from the knowl-
edge embedded in DINOv2 rather than its model archi-
tecture. Compared (c) and (f) in Tab. 7, the performance
suffers when fine-tuning the upstream DINOv2. Further,
we explore the influence of different upstream/downstream
models for BigGait. Compared (c) and (g) in Tab. 7, al-
though the performance drops when changing BigGait’s
downstream model, it still surpasses its silhouette-based
counterpart in (a). As shown in Tab. 7 (h), BigGait re-
mains effective even when changing BigGait’s upstream
model, i.e., replacing DINOv2 [35] with SAM [23]. In
most cases, it still outperforms its silhouette-based coun-
terpart in (b). This highlights BigGait’s flexibility for up-
stream/downstream models.

5. Challenges and Limitations
Challenges for LVMs-based Gait Recognition. Beyond
attractive profits brought by BigGait, this paper also reveals
two primary challenges for LVMs-based gait recognition:
a) Interpretability. While we have introduced several ex-
plicit human gait priors as soft constraints, the learned gait
representations, in comparison to conventional ones defined

Table 6. Ablation of denoising branch: exploring channel number,
and w/ and w/o smoothness and diversity loss.

Index Dimension Smoothness Diversity CL UP DN BG

(a) 16 ✓ ✓ 76.0 79.1 84.2 93.0
(b) 16 × × 69.1 73.7 81.3 91.4
(c) 16 ✓ × 68.8 73.4 80.7 92.6
(d) 16 × ✓ 74.5 80.1 83.1 93.2
(e) 8 ✓ ✓ 72.8 77.3 83.8 93.5
(f) 32 ✓ ✓ 68.5 73.4 81.2 92.0

Table 7. Ablation of upstream and downstream models.
Index Upstream Downstream CL UP DN BG

-

(a)
Segmentation

GaitSet 60.2 65.2 65.1 68.5

(b) GaitBase 71.6 75.0 76.8 78.6

B
ig

G
ai

t(
O

ur
s)

(c) DINOv2Frozen (ViT-S/14) GaitBase 76.0 79.1 84.2 93.0

(d) DINOv2Frozen (ViT-L/14) GaitBase 79.0 82.3 86.7 94.5

(e) DINOv2Scratch (ViT-S/14) GaitBase 36.6 44.0 62.4 79.3

(f) DINOv2Fine-tune (ViT-S/14) GaitBase 74.8 78.1 82.6 92.7

(g) DINOv2Frozen (ViT-S/14) GaitSet 63.5 66.5 71.7 79.0

(h) SAMFrozen (ViT-B/16) GaitBase 71.2 76.0 84.8 93.5

by clear and intuitive physical attributes, remain partially
understandable. b) Purity. In gait methods that directly uti-
lize RGB videos as input, a recurring challenge involves
effectively reducing gait-irrelevant noise within walking se-
quences. This task becomes even more demanding when
attempting to preserve the purity of gait characteristics in
LVMs-based gait recognition without explicit supervision.
Limitations of this paper. a) The influence of differ-
ent upstream LVMs for BigGait is only preliminarily ex-
plored. This issue is worth further study. b) The GRE mod-
ule lacks of spatial-temporal designs. c) This paper focus
on high-frequency texture noises instead of low-frequency
color noises, since it is the high-frequency that still heav-
ily impacts existing RGB-based methods in the red box of
Fig. 6. Further improvements to color noises are expected.

6. Conclusion
In this paper, we present an innovative and efficient method-
ology for the next-generation gait representation construc-
tion, termed BigGait, with gait guidance shifting from task-
specific priors to LVMs-based all-purpose knowledge. Re-
sults on CCPG, CASIA-B* and SUSTech1K show that Big-
Gait significantly outperforms the previous methods in both
within-domain and cross-domain tasks in most cases, indi-
cating that BigGait is a more practical paradigm for learning
general gait representation. Moreover, this work discusses
the challenge in LVMs-based gait recognition, which pro-
vides some possible directions on future research. The work
may also provide inspiration to employ all-purpose knowl-
edge produced by LVMs for other vision tasks.
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