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Abstract

Recently, there has been an increased interest in the
practical problem of learning multiple dense scene under-
standing tasks from partially annotated data, where each
training sample is only labeled for a subset of the tasks.
The missing of task labels in training leads to low-quality
and noisy predictions, as can be observed from state-of-
the-art methods. To tackle this issue, we reformulate the
partially-labeled multi-task dense prediction as a pixel-
level denoising problem, and propose a novel multi-task
denoising diffusion framework coined as DiffusionMTL. It
designs a joint diffusion and denoising paradigm to model
a potential noisy distribution in the task prediction or fea-
ture maps and generate rectified outputs for different tasks.
To exploit multi-task consistency in denoising, we further
introduce a Multi-Task Conditioning strategy, which can
implicitly utilize the complementary nature of the tasks to
help learn the unlabeled tasks, leading to an improvement
in the denoising performance of the different tasks. Exten-
sive quantitative and qualitative experiments demonstrate
that the proposed multi-task denoising diffusion model can
significantly improve multi-task prediction maps, and out-
perform the state-of-the-art methods on three challenging
multi-task benchmarks, under two different partial-labeling
evaluation settings. The code is available at https :
//prismformore.github.io/diffusionmtl/.

1. Introduction

Multi-task learning for dense scene understanding [1-4]
is an important research topic that has recently gained a
lot of attention from computer vision researchers. It aims
at jointly learning multiple scene-related dense prediction
tasks, including semantic segmentation, surface normal es-
timation, depth estimation, etc. This multi-task learning
problem has dual superiority over traditional single-task
learning. On the one hand, multi-task models are naturally
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Figure 1. Motivative illustration of the proposed DiffusionMTL
for multi-task partially supervised dense prediction. The model
denoise the manually decayed multi-task prediction or feature
maps (denoted as {X$, ..., X%}, T, S are the numbers of tasks
and steps separately) in a step by step manner, and obtain the de-
noised outputs {X, ..., XZ'}. The denoising process is guided by
the designed multi-task condition feature Fcopq.

more efficient than single-task models with similar struc-
tures because different tasks can share some network mod-
ules. On the other hand, different tasks are able to help each
other and improve overall performance by sharing informa-
tion through cross-task consistency [5]. However, annotat-
ing a real-world multi-task learning dataset at the pixel level
is a daunting task. As an alternative, collecting data anno-
tated for different tasks and using them to train a multi-task
model is a much more feasible approach. This motivates re-
cent work [6] that defines an important new problem known
as “Multi-Task Partially Supervised Learning (MTPSL)”,
where each training sample contains labels for a subset of
the tasks, rather than all tasks. As there is a lack of multi-
task labels for each training sample, the partially supervised
multi-task learning problem is more challenging compared
to the fully supervised multi-task learning problem. To han-
dle this problem, previous state-of-the-art models [6] fo-

27960



cus on improving label efficiency by enforcing cross-task
consistency. They train an additional network to construct
a joint feature space for each task pair, which helps im-
prove the multi-task optimization process and demonstrates
promising multi-task performance under MTPSL. Despite
their success in improving model performance, the sparsity
of training labels in MTPSL still inevitably leads to noisy
prediction maps which can be observed from previous state-
of-the-art models, as shown in Figure 7. Therefore, there
is a need for a new methodology to effectively denoise the
noisy multi-task dense predictions to improve the multi-task
prediction quality.

To address the above-mentioned problem, we propose a
novel multi-task denoising diffusion framework that can ef-
fectively remove noise from the dense predictions and rec-
tify multi-task prediction maps. We formulate the multi-
task dense prediction problem as a joint pixel-level denois-
ing and generation process, and propose a new multi-task
model coined as “DiffusionMTL”. DiffusionMTL learns to
denoise noisy multi-task predictions with the help of diffu-
sion models [7], which are particularly effective in recov-
ering data distribution from noisy input. It jointly performs
the diffusion and denoising processes to discover potential
noisy distributions of the multi-task prediction maps, and
learns to rectify the prediction maps. We further present two
distinct diffusion mechanisms: Prediction Diffusion and
Feature Diffusion. Prediction Diffusion learns to remove
noise from the multi-task prediction maps, while Feature
Diffusion learns to refine the multi-task feature maps. Un-
like typical diffusion models used for image synthesis [8],
our denoising network is designed to achieve two objectives
simultaneously. Firstly, it must reverse the Markovian noise
diffusion process, i.e., remove the manually added noise
from the input maps. Secondly, it is encouraged to gen-
erate higher-quality multi-task predictions from the noisy
input, thereby improving overall multi-task prediction per-
formance. Furthermore, to exploit multi-task consistency in
the denoising process, we design a Multi-Task Conditioning
mechanism for our DiffusionMTL model. This mechanism
utilizes the prediction maps generated by the decoders of all
the tasks to effectively facilitate the denoising process of a
target task. Meanwhile, the outputs of the unlabeled tasks
also receive supervision signals from the ground-truth la-
bels of other tasks, allowing our DiffusionMTL to not only
enhance the denoising performance of the labeled tasks but
also facilitate the learning of unlabeled tasks.

To evaluate the effectiveness of our approach for multi-
task partially supervised learning, we have conducted
extensive experiments on three challenging partially-
annotated multi-task datasets, namely PASCAL, NYUD,
and Cityscapes. Both quantitative and qualitative results
demonstrate the effectiveness of the proposed Diffusion-
MTL model, and show that DiffusionMTL significantly out-

performs the current state-of-the-art method by a large mar-
gin, using the same backbone and fewer model parameters.
In summary, the contribution of this paper is threefold:

* We propose the first multi-task denoising diffusion frame-
work for the partially labeled multi-task dense prediction
problem. The innovative framework reformulates multi-
task dense prediction as a joint pixel-level diffusion and
denoising process, which empowers us to generate recti-
fied higher-quality multi-task predictions.

* We develop a novel Multi-Task Denoising Diffusion Net-
work specifically designed to address the issue of noise in
initial prediction maps. An effective Multi-Task Condi-
tioning mechanism is designed in our diffusion model to
enhance the denoising performance. We further devise
two effective diffusion mechanisms, namely Prediction
Diffusion and Feature Diffusion, for refining task signals
in prediction and feature spaces separately.

» Extensive experiments have been conducted on three
prevalent partial-labeling multi-task benchmarks under
two different settings, which clearly validate the effec-
tiveness of our proposal. Our method demonstrates sig-
nificant performance improvements compared to the pre-
vious state-of-the-art methods.

2. Related Work

Multi-Task Dense Scene Understanding with Partially
Annotated Data Multi-task learning (MTL) for dense
scene understanding has been widely studied in recent
years [1, 3, 5, 9-16]. By learning several tasks together,
MTL enhances the computational efficiency of both train-
ing and inference compared to single-task models while
achieving better performance [4, 17, 18]. To improve the
performance of multi-task learning, some researchers have
focused on improving the optimization process of MTL by
designing loss functions [2, 6, 19-21] and manipulating gra-
dients [22-26], while other researchers work on design-
ing powerful multi-task model architectures [27-37]. It is
worth noting that the aforementioned methods are mainly
designed for fully-supervised multi-task learning, where the
labels of all tasks are assumed to be given for each training
image. However, in real-world scenarios, it is not always
feasible to obtain labels for all tasks, and we may have data
with only some of the tasks available. To address this is-
sue, a new problem named Multi-Task Partially Supervised
Learning (MTPSL) has been defined by [6]. In MTPSL, the
training samples are only partially annotated for the tasks,
which poses new challenges to multi-task learning due to
the sparsity of labels in the training data. To meet the chal-
lenge, XTC [6] has been proposed to better leverage partial
annotations by improving label efficiency. It maps the label
spaces of different tasks into one joint feature space and uti-
lizes cross-task consistency to learn tasks without labels for
each training sample. Although this approach has shown
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Figure 2. Illustration of the proposed DiffusionMTL (Prediction Diffusion) framework for the MTPSL setting. DiffusionMTL first uses
an initial backbone model for producing starter prediction maps for all tasks. To denoise the initial prediction maps and generate rectified
maps, we propose a Multi-Task Denoising Diffusion Network (MTDNet). MTDNet involves a diffusion process and a denoising process.
During training, the initial prediction map of the labeled target task 7 is gradually degraded by applying noise, resulting in the noisy
prediction map PZ. Then, we utilize a Multi-Task Conditioned Denoiser (referred to as the “Denoiser”) to denoise P iteratively over
S steps, resulting in a clean prediction map P that is supervised by the ground-truth label. For better learning of unlabeled tasks, we
propose a Multi-Task Conditioning mechanism in the denoising process to stimulate information sharing across different tasks. During
inference, the diffusion and denoising processes are applied to all tasks to produce denoised multi-task prediction maps.
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Figure 3. Illustration of the proposed DiffusionMTL (Feature Dif-
fusion), which conducts noise decay and denoising on initial fea-
ture maps F7 ;. The denoised feature maps FJ are projected to
the final prediction map P§ with a task head after the denoising.

promising results, it still inevitably suffers from noisy pre-
dictions because the model is under-trained with a limited
number of ground-truth labels. To directly tackle the noisy
prediction problem, our proposal takes a distinct approach
by designing a novel multi-task denoising framework to im-
prove the quality of multi-task prediction maps.

Diffusion Models Diffusion models [7, 38] are a class of
generative models that have been widely used for image
synthesis tasks, and have achieved state-of-the-art perfor-
mance on several benchmarks [7, 8, 39-41]. However,
adapting diffusion models for multi-task dense prediction
is not straightforward. Although some attempts have been
made to apply diffusion models to single-task determinis-
tic problems including image classification [42], segmen-
tation [43—47] and detection [48], they are not suitable for
multi-task dense scene understanding. In this paper, we pro-
pose a novel multi-task diffusion model that can denoise
noisy prediction maps for multiple tasks and obtain finer re-
sults under the multi-task partially-supervised setting. Our
approach represents an exploratory advancement in diffu-
sion models and has the potential to inspire the design of

future diffusion models for deterministic tasks.

3. The Proposed DiffusionMTL Approach

In this section, we will introduce the details of our proposed
multi-task denoising diffusion framework, DiffusionMTL,
as illustrated in Fig. 2. DiffusionMTL has two steps: (i)
First, an initial backbone model generates preliminary pre-
diction maps for multiple dense scene understanding tasks.
(i) Second, a proposed Multi-Task Denoising Diffusion
Network (MTDNet) takes in the noisy initial multi-task pre-
diction maps and produces refined prediction results. These
two parts are trained together in an end-to-end manner with
partially annotated data.

3.1. Initial Backbone Model

We adopt a classic encoder-decoder structure for the multi-
task dense prediction [4, 17, 32]. The initial backbone
model utilizes a task-shared encoder f.,., which accepts
an input image I € RHXWX3 (where H and W repre-
sent height and width, respectively) and projects it to ob-
tain a multi-channel backbone feature map Fyuckpone €
RH'XW'*C " The backbone feature map has a height of
H’, a width of W', and C channels. It is shared by
all the tasks. And then, to generate task-specific feature
maps for T' tasks, we adopt a series of task-specific de-
coders {f1 ., f% ..., fX .} with identical network struc-
tures and different network parameters. The generated ini-
tial task feature maps from the decoders are notated as

{F! . F2 . ..., FT .} For the t-th task, we compute the
task-specific initial feature map F}, ., as:
anit = féec(fenc(]:))‘ (1)
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Figure 4. Pipeline of a single step s in the denoising process of DiffusionMTL (Prediction Diffusion). Multi-Task Conditioning: The
initial prediction maps for all tasks are projected to task-specific features and then stacked. The stacked features are then processed with
a 3 x 3 convolution to reduce the channel dimension, resulting in a Multi-Task Condition Feature F.,,q which is shared across all tasks.
Multi-Task Conditioned Denoiser: The denoiser consists of several cross-attention transformer blocks, which learn to denoise input
conditioned on F,,q. For its input, we perform a 3 X 3 convolution on the noisy prediction map P7 and combine the output with the
step embedding, obtaining a task embedding E7 . The denoiser takes Feonq as query input and E, as key and value inputs. We use a
task-specific head to obtain the denoised prediction map P7_;, which is the input of the next denoising step s — 1.

To compute an initial dense prediction map P}, for the ¢-
th task, we apply a task-specific 1 x 1 convolution f;re 4 on
the corresponding task feature map F?, ,:

Pgnit = f;red(anit)' (2)

In this way, we obtain the T initial prediction maps of all
T tasks. The initial prediction maps are noisy as we can
observe from Fig. 2. We aim to rectify the noisy multi-task
prediction maps with the following MTDNet.

3.2. Multi-Task Denoising Diffusion Network

In this paper, we put forward a novel diffusion model,
named Multi-Task Denoising Diffusion Network (MTD-
Net) for denoising the aforementioned noisy prediction
maps. To achieve this goal, we design two orthogonal diffu-
sion mechanisms in our unified MTDNet, focusing on dif-
ferent signal domains: (i) Prediction Diffusion and (ii)
Feature Diffusion. These mechanisms differ in terms of
the signal space in which the diffusion model is applied.
Feature Diffusion refines the task-specific features within a
high-dimensional latent space, while Prediction Diffusion
directly improves the initial task predictions in the output
space. Feature Diffusion facilitates a comprehensive im-
provement of high-level visual information within an ex-
panded latent space, while Prediction Diffusion demon-
strates effective denoising capabilities along with better
computational efficiency. More details about their differ-
ence will be provided when describing the different compo-
nents of MTDNet. As shown in Fig. 2 for Prediction Diffu-
sion and Fig. 3 for Feature Diffusion, we follow the DDPM
paradigm [7], which is separated into 2 processes: a diffu-
sion process and a denoising process. During the diffusion
process, we incrementally degrade the information in the
initial prediction maps by applying noise with a Markovian

chain. In the denoising process, we introduce a novel de-
noising network that is trained to generate clean prediction
maps from the degraded ones in an iterative manner. With-
out loss of generality, we elaborate on the one-label setting
of the multi-task partially supervised learning, where we as-
sume that the current training sample has label for only one
task (task 7). We name this labeled task as the “target task”.

3.2.1 Diffusion Process

In the diffusion process (or “forward process”) [7], we con-
struct a fixed Markov chain with a total length of S steps.
For the target task 7, Gaussian noise is gradually applied to
the initial map X7 ., in a step-by-step manner. Here X7 ,
is the initial prediction map P/ ., (in Prediction Diffusion)
or initial task feature map F/ .. (in Feature Diffusion). Sup-
pose the decayed map at denoising step s of target task 7 is

XZ, the diffusion process g can be formulated as:
g(XT 1 X],50) = N(X] WaXT i, (1= a)D), 3

where {as,s € 1,2,..., 5} are hyperparameters. In prac-
tice, we could directly compute the final decayed map.
Through mathematical derivation, the decayed prediction
map of target task 7 at final step .S can be formulated as
XI = /asX] . + 1— ase, where e ~ N(0,I). For
more theoretical details please refer to [7].

3.2.2 Denoising Process

As the core component of our MTDNet, the denoising pro-
cess involves designing a Multi-Task Conditioned Denoiser,
referred to as “Denoiser”, to denoise the noisy multi-task
prediction maps or feature maps. Specifically, given the
decayed noisy map of target task XFSF from the diffusion
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Pseudocode 1 DiffusionMTL under one-label setting

1: function DIFFUSIONMTL (version, mode, I, L, 7, S, T)

2: Input: version € {‘Prediction Diffusion’, ‘Feature Diffu-
sion’}, mode € {‘train’, ‘infer’ }, input image I, label map L,
target task 7, diffusion steps S, number of tasks T’

3: Output: Training loss or denoised prediction map P
4: Frackbone fsnc(I)
5: fort <« 1,2,...,7T do
6: Floii < fhee(Fpackbone) > Compute initial task
features
7: Pl « firea(Fhe.) > Compute initial prediction
maps
8: end for
9: if version = ‘Prediction Diffusion’ then
10: XTnit = Pl
11: Feond < feond(Pluits Pinits - - Plnit)
12: else if version = ‘Feature Diffusion’ then
13: XTnie < Flou
14: Feond < feond(Fini, Finis - Fluit)
15: end if
16: e~ N(0,1) > Sample noise

17 XL VasX]. ++1—ase
18: fors+ S,S—1,...,1do

> Diffusion process

19: X7« Denoiselr(XsT7 S, Feond) > Denoising step

20: end for

21: if version = ‘Prediction Diffusion’ then

22: Pl « XJ

23: else if version = ‘Feature Diffusion’ then

24: Pl — flooa(X) > Final task head

25: end if

26: if mode = ‘train’ then

27: return compute_loss(PJ ,L) > Compute loss with
available label of target task

28: else if mode = ‘infer’ then

29: return PJ > Output denoised prediction map

30: end if

31: end function

process, Denoiser generates X7, X% ..., X[ in an it-
erative manner. In the following, we will first introduce a
novel Multi-Task Conditioning strategy, and then describe
how Denoiser computes the denoised map in each denois-
ing step. Fig. 4 illustrates the computation pipeline for a
single denoising step of Prediction Diffusion.

Multi-Task Conditioning To help denoise the prediction or
feature maps of the labeled tasks, as well as enable learning
unlabeled tasks under a partially annotated setting, we pro-
pose a Multi-Task Conditioning strategy in the denoising
process. It first obtains a “multi-task condition feature” (de-
noted as F'.,,,4) from the initial maps of all the tasks. F ;4
captures the joint multi-task information, which is later used
to condition the denoising network. To obtain F.,,q4, we
first project the initial multi-task maps to feature space via a
3 x 3 convolution and obtain task-specific features for all T’
tasks. Once we have obtained task-specific features for all 7’

tasks, we combine them along the channel dimension. The
resulting tensor is then subjected to a 3 X 3 convolutional
layer, which reduces the channel dimension to C' and then
flattens the spatial dimension, resulting in a vector known
as the multi-task condition feature F'.,,,q. We refer to this
computational process as feond-

Multi-Task Conditioned Denoiser We illustrate the struc-
ture of denoiser in Fig. 4. The denoiser is a series of
cross-attention transformer blocks, taking in the noisy map
XZ, the denoising step s, and the multi-task condition fea-
ture F'.,,,4 as input, and generates the denoised map XsTfl.
X7, is used as input for the next step in an iterative man-
ner. Specifically, we start by projecting the noisy map of the
target task to a C'-channel task embedding via a 3 x 3 con-
volution and flatten its spatial dimension. Then we embed
the denoising step s using a typical sinusoidal embedding
module [8]. We call this process “Step Embedding”. We
add the step embedding to the task embedding. The result-
ing task embedding E7 assumes the role of key and value
tensors (K, V) in the subsequent transformer blocks, and
F cona is supplied to the transformer blocks as the query Q:

Q — Fcond7 K+ EZ—, V Ez_ (4)

The transformer blocks receive Q, K, and V as input. Each
block comprises linear normalization, cross-attention, and
feed-forward networks as shown in Fig. 4. For a more
comprehensive understanding of the details of transformer,
please consult [49]. Here, the cross-attention transformer
blocks absorb information from the task embedding E7
guided by the multi-task conditioning feature F'.,,,4.

The output procedure of a denoising step is different in
Prediction Diffusion and Feature Diffusion. In Prediction
Diffusion, the output of the transformer blocks is reshaped
to a spatial map and projected to prediction map P;Cl us-
ing a task-specific head which consists of several convolu-
tional layers with ReLU. In Feature Diffusion, the output
of transformer blocks is projected to a feature map F7_,,
which serves as the output of this step (i.e. X/ ;). More
implementation details can be found in Sec. 4.1. We can
formulate each step in the denoising process as:

Xle = Denoiser(X7, 5, Feona), 5)
s€S8,S—-1,..,1.

For the final output after S denoising steps, Prediction
Diffusion directly generates the denoised prediction map
of target task PJ, which is used to compute task-specific
loss supervised by the available ground-truth label. In Fea-
ture Diffusion, we need a final task-specific head f,z;a 4 to
project the denoised feature maps Fg to the final prediction
map PJ. We present the detailed training and inference
pipelines of DiffusionMTL in Pseudocode 1.
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3.3. Model Optimization

The whole DiffusionMTL model can be trained under the
MTPSL setting in an end-to-end manner. Specifically, for
each training sample, we apply task-specific losses on both
the initial prediction maps as well as the final denoised pre-
diction maps of the tasks with labels. For the unlabeled
tasks, there are no ground-truth supervision signals, but the
task-specific decoders are able to be implicitly trained via
the proposed Multi-Task Conditioning. More details about
losses are introduced in the supplemental materials.

4. Experiments
4.1. Experimental Setup

Datasets and Tasks Following the pioneering work in
multi-task partially supervised learning [6], we adopt three
prevalent multi-task datasets with dense annotations, i.e.
PASCAL [50], NYUD [51], and Cityscapes [52]. PASCAL
is a comprehensive dataset providing images of both indoor
and outdoor scenes. There are 4,998 training images and
5,105 testing images, with labels of semantic segmentation,
human parsing, and object boundary detection. Addition-
ally, [1] generates pseudo labels for surface normals estima-
tion and saliency detection. NYUD (or NYUD-v2) provides
images of indoor scenes as well as dense annotations for
13-class semantic segmentation and depth estimation. The
images are resized to 288x384. The surface normals can
be generated from depth. The training set contains 795 im-
ages, while the testing set contains 654 images. Cityscapes
captures street scenes of different cities with fine pixel-level
annotations. Following [6, 10], we use 7-class semantic seg-
mentation and monocular depth estimation tasks in the ex-
periments. The images are resized to 128 x256. There are
2,975 training images and 500 validation images.

Task Metrics We adopt the same metrics for different tasks
as previous work [6]. We use the mean Intersection over
Union (mloU) to evaluate the performance of the seman-
tic segmentation (Semseg) and human parsing (Parsing)
tasks, while the absolute error (absErr) is used for eval-
uating the monocular depth estimation task (Depth). For
the surface normal estimation task (Normal), we use the
mean error of angles (mErr) as the evaluation metric, while
for the saliency detection task (Saliency), we use the maxi-
mal F-measure (maxF). The object boundary detection task
(Boundary) is evaluated using the optimal-dataset-scale F-
measure (odsF). To quantify the overall multi-task perfor-
mance relative to the single-task baseline, we calculate the
mean relative difference across all tasks, denoted as Multi-
task Performance (MTL Perf A,,) [1].

MTPSL Evaluation Settings There are two evaluation
settings for multi-task partially supervised learning [6]:
(i) one-label setting, where each training image has the
ground-truth label of only one task. (ii) random-label set-

( Initial | [ Decayed

| [Denoising Step 1) [Denoising Step 2/ [ Ground-Truth

Figure 5. Visualization of the prediction maps at different pro-

cesses on Cityscapes. Our DiffusionMTL effectively denoises the
noisy prediction maps of both tasks.

Semseg Depth MTL Perf

# labels Method mloU 1 absErr | Ay, 4
Single-Task 75.82  0.0125 -
MTL Baseline 73.19 0.0168 -18.81%
SS [6] 71.67 0.0178 -
one / random XTC [6] 7490 0.0161 -
XTC* [6] 7336  0.0158 -14.74%

DiffusionMTL (Prediction) 74.90 0.0131 -2.79%
DiffusionMTL (Feature) 75.67 0.0130 -2.13%

Table 1. Comparison with SOTAs on Cityscapes. The proposed
DiffusionMTL demonstrates superior performance on both tasks.
One-label setting is equivalent to the random-label setting on
Cityscapes. “*” denotes re-implemented results.

ting, where the number of labeled tasks for each image is
random. We use exactly the same image-task label map-
pings as [6] for a strictly fair comparison.

Implementation Details For most models in the experi-
ments, we use ResNet-18 as backbone with ImageNet pre-
trained weights provided by PyTorch. We concatenate the
feature maps of the four stages of ResNet-18 along the
channel dimension and process them with a 3 x 3 convo-
lution to reduce the number of channels to 512. For our
DiffusionMTL, the initial multi-task backbone has a task-
specific decoder for each task, using 2 residual convolu-
tional blocks [53], followed by a 1 x 1 convolution as pre-
diction head. Each residual convolutional block contains
two 3 x 3 convolutions with BN and ReLU. The denois-
ing network uses 4 task-shared cross-attention transformer
blocks, which are followed by a task-specific head of four
3 x 3 CONV-ReLU layers and a 1 x 1 convolution for task
prediction in Prediction Diffusion. We use 2 steps in the dif-
fusion process. More implementation details can be found
in the supplemental materials.

4.2. Main Experiments

Declaration of Comparison Models We consider several
models for comparison to verify the effectiveness of our
proposed DiffusionMTL framework: (i) “MTL Baseline”
is the baseline model. It shares the same backbone as Dif-
fusionMTL and utilizes a strong task-specific decoder for
each task. It consists of 6 residual convolutional blocks, fol-
lowed by a 1 x 1 convolution as prediction head. (ii) “SS”
and “XTC” [6] are pioneering state-of-the-art methods as
introduced in related work. XTC is re-implemented on our
MTL Baseline based on their official codes for fair com-
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Figure 6. Study of training DiffusionMTL with varying Table 2. Ablation study on PASCAL. “w/o Diffusion” indicates replacing the
numbers of diffusion steps on Cityscapes. Adding dif- diffusion model with an iterative refinement model using an identical network
fusion steps increases the performance and FLOPs. structure. “w/o Multi-Task Cond” means removing Multi-Task Conditioning.

PASCAL NYUD
# labels Method #Params FLOPS Semseg Parsing Saliency Normal Boundary MTL Perf|Semseg Depth Normal MTL Perf

mloU 1T mloU7 maxF1 mErr]  odsF 71 Ay, T |mloU 1 absErr | mErr] A, T

Single-Task Baseline 219M 817G 50.34 59.05 7743 16.59 64.40 - 4528 0.4802 25.93 -
MTL Baseline 15TM 608G 49.71 56.00 7450 16.85 62.80 -2.85% | 43.92 05138 2644  -3.99%

SS [6] - - 45.00 54.00 61.70 16.90 62.40 - 27.52  0.6499 33.58 -

one XTC [6] - - 49.50 5580 61.70  17.00 65.10 - 30.36  0.6088  32.08 -
XTC* [6] 173M 608G  55.08 56.72  77.06 16.93 63.70 +0.37% | 4397 05140 2630  -3.79%
DiffusionMTL (Prediction) | 133M 628G 5943 56.79  71.57 16.20 64.00 +3.23% | 4497 05137 2617  -2.86%
DiffusionMTL (Feature) 133M 676G 57.78 58.98 77.82 16.11 64.50 +3.65% | 4447 05059 2584  -2.27%

Single-Task 219M 817G 51.51 5790 80.30  15.24 67.80 - 48.25 04792  24.65 -
MTL Baseline 157M 608G 6223 5588  78.67 15.47 66.70 +2.44% | 4593 04839 2553  -3.12%

SS [6] - - 59.00 55.80 64.00 15.90 66.90 - 29.50 0.6224 3331 -

random XTC [6] - - 59.00 55.60 64.00 15.90 67.80 - 3426 0.5787 31.06 -
XTC* [6] 173M 608G 6244 5581  78.56 15.45 66.80 +2.52% | 46.03 04811 2597 -3.44%
DiffusionMTL (Prediction) | 133M 628G  63.68 5584  79.87 15.38 66.80 +3.44% | 4744 04803 2526 -145%
DiffusionMTL (Feature) 133M 676G 62.55 56.84 8044 14.85 67.10 +4.27% | 46.82 04743 2475 -0.77%

Table 3. Quantitative multi-task performance comparison with the state-of-the-arts (SOTAs) on PASCAL and NYUD. All models use a
ResNet-18 as the backbone. ‘one’ means each training image has only one labeled task, while ‘random’ means each training image has
a random number of labeled tasks. The proposed DiffusionMTL, including both Prediction Diffusion and Feature Diffusion, achieves
significantly better performance while using fewer model parameters. “*”” denotes our re-implemented results.

Saliency

Input Semseg Parsing

Normals Boundary

on Saliency, while the multi-task performance A,, is also
improved by +6.08%. Compared with the state-of-the-
art method XTC, our proposal achieves an improvement
of +2.86% in terms of the multi-task performance A,,.
We can observe consistent performance gains under the
random-label setting. Similarly, under the one-label setting
of NYUD, our Feature Diffusion improves A,,, by +1.52%
compared with XTC. On Cityscapes, where the one-label
setting is equivalent to the random-label setting, the multi-

XTC [6] and our method on PASCAL under one-label setting.
XTC suffers from the issue of noisy predictions. In contrast, our
DiffusionMTL model learns to denoise the noisy prediction maps,
resulting in significantly better multi-task prediction maps.

parison. (iii) “Single-Task” is a single-task learning version
of the MTL Baseline. It contains a set of separate models
where each model is trained to learn only one single task.

Quantitative Comparison with SOTAs We compare the
proposed DiffusionMTL with several strong competitors
introduced in Sec. 4.2 on three widely-used benchmarks,
i.e. Cityscapes, PASCAL, and NYUD. We show the re-
sults of the three benchmarks in Table 1 and Table 3, re-
spectively. As can be observed from the tables, our Diffu-
sionMTL demonstrates significant improvements over the
competing MTL Baseline and XTC [6] on all three bench-
marks. Specifically, under the challenging one-label set-
ting on PASCAL, our DiffusionMTL (prediction) outper-
forms the MTL Baseline by +9.72 on Semseg and +3.07

task performance A,, is improved by +11.95% compared
with the previous best XTC. For computational efficiency,
as shown in Table 3, our model consumes only 133M net-
work parameters, which is clearly less than 173M used by
XTC [6]. These significant results can fully show the effec-
tiveness of the proposed DiffusionMTL method, which sub-
stantially outperforms the competing methods on all bench-
marks while using fewer model parameters.

Qualitative Comparison with SOTAs To examine the
quality of generated multi-task predictions by Diffusion-
MTL, we visualize the predictions by Prediction Diffusion
trained under the one-label setting of PASCAL, and com-
pare them with the outputs of SOTA model [6] as well as
ground-truth labels in Fig. 7. The images are randomly
chosen from the testing set of PASCAL. We observe that
the generated multi-task predictions of the previous best
method are noisy, which confirms our motivation to design a
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Figure 8. Performance of the initial multi-task predictions (blue) and the denoised predictions (

) of DiffusionMTL (Prediction) on

PASCAL, NYUD, and Cityscapes under one-label setting. Our denoising network improves the prediction quality of all 10 tasks.

Initial ] Decayed ] \/Dcnoising Step 1] Denoising Step 2] [ Ground-Truth |

F1gure 9. Visualization of the prediction maps at different pro-
cesses on PASCAL. Our DiffusionMTL can denoise and rectify
the noisy multi-task prediction maps.

multi-task denoising framework for the multi-task partially
supervised learning problem. With the proposed Diffusion-
MTL, the prediction quality is significantly improved.

4.3. Ablation Study

We conduct comprehensive ablation experiments to evalu-
ate the effectiveness of different components of Diffusion-
MTL for multi-task partially supervised learning and show
the results on PASCAL one-label setting in Table 2.
Effectiveness of Multi-Task Denoising Diffusion Net-
work To further confirm the effectiveness of the proposed
multi-task denoising diffusion network (MTDNet), we re-
place it with an iterative refinement network using an
identical network structure (i.e. cross-attention transformer
blocks in Prediction Diffusion). This variant is denoted as
“w/o Diffusion” in Table 2. MTDNet brings a significant
multi-task performance improvement of +3.12 (ResNet-18)
and +2.20 (ResNet-50) using the same computational costs,
which clearly validates the effectiveness of the proposed
multi-task denoising method. Moreover, we plot the per-
formance metrics of initial predictions and final predictions
in Fig. 8, which shows improvement brought by MTDNet
on all 10 tasks of three benchmarks.

Effectiveness of Multi-Task Conditioning To evaluate the
efficacy of the multi-task conditioning strategy, we con-
duct ablation experiments by removing it from Diffusion-
MTL (Prediction) and replacing cross-attention blocks with

self-attention blocks. This variant is indicated as “w/o
Multi-Task Cond”. Multi-task conditioning leads to signifi-
cant improvement on all tasks, underscoring the unique im-
portance of multi-task information sharing in the partially-
labeled multi-task learning problem.

Comparison of Feature Diffusion and Prediction Dif-
fusion As observed in Table 2, both multi-task diffusion
mechanisms show significant multi-task performance on
different backbones. Prediction Diffusion is more compu-
tationally efficient due to the lower dimensions of the inter-
mediate maps, whereas Feature Diffusion achieves higher
performance on most tasks by capturing more visual infor-
mation in the features.

Qualitative Analysis of Denoising Effect In the denoising
process, the model is designed to denoise the noisy multi-
task prediction maps that are degraded by the diffusion pro-
cess. To evaluate the denoising performance of our Predic-
tion Diffusion, we provide visualizations of the multi-task
prediction maps at different phases in Fig. 5 and Fig. 9. Our
model generates clean and accurate multi-task prediction
maps from noisy inputs, which firmly indicates the effec-
tiveness of our multi-task denoising framework.

Influence of Diffusion Steps We plot the performance met-
rics against diffusion steps on Cityscapes in Fig. 6. Our ob-
servations reveal that utilizing two steps yields a notable im-
provement in performance compared to using just one step.
Moreover, increasing the number of steps further enhances
performance, albeit at a higher computational cost. There-
fore, we set the default number of steps to two.

5. Conclusion

Our study aims to address the issue of noisy predictions
in multi-task learning from partially annotated data. We
propose a unified multi-task denoising diffusion framework
that refines multi-task signals in the feature and prediction
spaces separately. Additionally, we introduce an effective
Multi-Task Conditioning strategy to enhance denoising per-
formance and facilitate learning of unlabelled tasks through
cross-task information sharing. Extensive experiments on
three prevalent datasets validate our approach, which out-
performs previous methods by a significant margin.
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