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Abstract

CLIP showcases exceptional cross-modal matching ca-
pabilities due to its training on image-text contrastive learn-
ing tasks. However, without specific optimization for uni-
modal scenarios, its performance in single-modality feature
extraction might be suboptimal. Despite this, some studies
have directly used CLIP’s image encoder for tasks like few-
shot classification, introducing a misalignment between its
pre-training objectives and feature extraction methods. This
inconsistency can diminish the quality of the image’s feature
representation, adversely affecting CLIP’s effectiveness in
target tasks. In this paper, we view text features as precise
neighbors of image features in CLIP’s space and present
a novel CrOss-moDal nEighbor Representation (CODER)
based on the distance structure between images and their
neighbor texts. This feature extraction method aligns bet-
ter with CLIP’s pre-training objectives, thereby fully lever-
aging CLIP’s robust cross-modal capabilities. The key to
construct a high-quality CODER lies in how to create a
vast amount of high-quality and diverse texts to match with
images. We introduce the Auto Text Generator (ATG)
to automatically generate the required texts in a data-free
and training-free manner. We apply CODER to CLIP’s
zero-shot and few-shot image classification tasks. Exper-
iment results across various datasets and models confirm
CODER’s effectiveness. Code is available at: https:
//github.com/YCaigogogo/CVPR24-CODER.

1. Introduction

In recent years, vision-language models have garnered
widespread attention, with CLIP [16] standing out as a
notably powerful exemplar. Trained on a vast array of
image-text pairs through the image-text contrastive learn-
ing tasks, CLIP boasts impressive cross-modal matching
capabilities. And it has been applied to fields like image
classification [16], object detection [3], semantic segmen-

tation [7, 25], video understanding [10], voice classifica-
tion [4], text-to-image generation [19, 34], model pretrain-
ing [23], and beyond [17, 31].

Some existing works [21, 23, 32] extract image features
directly from CLIP’s image encoder for intra-modal oper-
ation, like calculating similarity between images in few-
shot classification [32]. However, these methods overlook
CLIP’s multi-modal capabilities, leading to a misalignment
with CLIP’s pre-training objectives. Furthermore, since
CLIP isn’t optimized for uni-modal scenarios, its perfor-
mance in intra-modal tasks isn’t guaranteed. To optimize
the image features extracted by CLIP, we ask:

Can we leverage CLIP’s powerful cross-modal
matching capabilities to extract better image fea-
tures, thereby improving CLIP’s performance on
downstream tasks?

In this paper, we introduce an enhanced image repre-
sentation based on the distance between images and their
neighboring texts in CLIP’s feature space. This idea stems
from our re-examination of CLIP’s robust zero-shot clas-
sification capability from the perspective of nearest neigh-
boring: The previous approaches consider the text features
extracted by CLIP as classifiers and use them to get the clas-
sification results. Different from this perspective, we inter-
pret CLIP’s zero-shot image classification as a 1NN prob-
lem, as shown in the left part of Figure 1. We treat texts
as the images’ neighbors in the CLIP’s feature space. Then
for each image, CLIP identifies its closest text and assigns
this text’s class as the image’s predicted class. This 1NN
approach shows good performance because CLIP’s robust
image-text matching capabilities ensure images are closer
to their semantically related texts. This suggests that the
cross-modal distance between an image and its neighboring
texts captures information about the image, such as its class.

In zero-shot image classification, CLIP only considers
the distance between an image and its nearest neighbor text,
which loses the information implied in the distance between
the image and other texts. To make full use of this infor-
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Figure 1. Illustration of image’s CrOss-moDal nEighbor Representation (CODER). CLIP’s powerful text-image matching capabilities
endows it with a favorable cross-modal neighbor distance relation. And CLIP’s Zero-Shot Image Classification process can be interpreted
as using a 1NN algorithm to find the image’s nearest text, with the text’s class determining the image’s predicted class. Inspired by this
idea, we expand the image’s neighbor range to leverage its distance to all texts for constructing the CODER. Here dij refers to the distance
between the i-th image and the j-th text.

mation, we expand each image’s neighbor range to utilize
its distance to K Nearest Neighbor (KNN) texts for con-
structing image representation, as depicted in the right half
of Figure 1. Here K denotes the total number of texts.
We refer to this representation as CrOss-moDal nEighbor
Representation (CODER). We believe images with closer
CODER values are more similar in semantics. This aligns
with intuition: If two objects share the same sets of similar
and dissimilar items, they’re likely similar to each other.

Previous work [24, 33] has noted that dense sampling of
neighbor samples is critical for building neighbor represen-
tations. This inspires us to use various high-quality texts for
dense sampling. Considering that Large Models have rich
knowledge and are widely used in many ways [9, 14, 27],
we introduce the Auto Text Generator (ATG) based on
Large Language Models like ChatGPT [13] to automati-
cally generate various high-quality texts. Without the need
for image data and the training process, ATG can produce a
diverse and effective set of texts based on the target dataset’s
class names. These diverse, high-quality texts enhance the
density of neighboring texts for images in CLIP’s feature
space, helping to build a better CODER.

We apply CODER to CLIP’s zero-shot and few-shot im-
age classification tasks to prove CODER’s superiority. For
the zero-shot image classification task, we use CODER in
a two-stage manner. In the first stage, we use ATG to ac-
quire general class-specific texts for constructing general
CODER. Then we employ a heuristic classifier to the im-
age’s general CODER. In the second stage, we utilize ATG
to generate one-to-one specific texts for comparing two dis-
tinct classes, concentrating on their most distinguishing fea-
tures. These texts are then used to construct the one-to-one
specific CODER, which is used to rerank the preliminary
classification results. For the few-shot situation, we calcu-
late the similarity between test images and the support set’s

images using those images’ general CODER. By ensem-
bling the similarity and CLIP’s original zero-shot classifi-
cation logits, we determine the classification results. Exper-
iment results on various datasets and different CLIP models
confirm that CODER enhances CLIP’s performance in both
zero-shot and few-shot image classification.

2. Related Work

Vision-Language Models. Vision-Language Models
(VLMs) represent a class of multimodal models adept
at correlating textual and visual information. Prominent
models in this domain include CLIP [16], ALIGN [6],
FLAVA [18] and Florence [30], among others. These mod-
els typically comprise two main components: an image en-
coder and a text encoder. Some models also have multi-
modal fusion modules [8, 22]. VLMs are trained on ex-
tensive text-image pairs through tasks like image-text con-
trastive learning, endowing them with powerful text-image
matching capabilities. In this paper, we leverage these capa-
bilities of CLIP to generate our cross-modal neighbor rep-
resentations (CODER) for images.
Using LLMs as Experts to Improve VLMs. Large Lan-
guage Models (LLMs) are widely used in many tasks, such
as in-context learning. LLMs can serve as experts by
outputting their knowledge in text form. This text-based
knowledge can be harnessed by VLMs to enhance their ca-
pabilities. Previous work has explored using LLMs’ knowl-
edge to optimize VLMs’ pre-training [1], prediction inter-
pretability [12, 26, 28], and classifier quality [2, 11, 12, 15].
Recently, some work [29, 35] uses LLMs to select the best
VLMs from a VLM zoo for specific target tasks. In this
paper, we use the semantic information provided by LLMs
to optimize CLIP’s features during the inference stage in a
training-free manner.

27403



�23
���

�21
���

�21
��� > �23

���

Bad Case of CLIP’s IE Feat

wrong 
distance relation

Modify Distance Relation via CODER

�1

�1

�2

[1 − �1]‘� �����:
[1 − �1]‘� �����:
[1 − �2]‘� �����:

����(�����(   ), �����(   ))
                           <
����(�����(   ), �����(   ))

true distance relation

Modify

: Text Sample of Class A : Image Sample of Class A : Image Sample of Class B

�1

�2

�3

�1

Figure 2. An example of CODER correcting wrong distance relation between images. dimg
ij refers to the cosine distance between the

i-th and the j-th image. r1 and r2 refer to the cosine distance between the text and different images, while 1 − r1 and 1 − r2 refer to
the cosine similarity. The left side of the figure indicates that even though images of the same class share similar distance to a text, this
doesn’t ensure that their features are closely similar. The right side of the figure shows that CODER corrects the wrong distance relation
by utilizing the text-image distance.

3. Notations and Background
Using CLIP to match text and image. CLIP encodes both
images and texts into a joint space using its image encoder
f I or text encoder fT, shown in Equation 1. Here x̂i and
t̂j refers to the feature of image xi and text tj , respectively.
D1 refers to the dimension of CLIP’s feature space.

x̂i = f I(xi) ∈ RD1 , t̂j = fT(tj) ∈ RD1 . (1)

t̃ = argmax
j∈[1,··· ,K]

x̂⊤
i t̂j

∥x̂i∥ · ∥t̂j∥
. (2)

Then we can compute the cosine similarity between the fea-
tures of various texts and images. These similarity scores
represent the matching degree between different images and
texts. Given an image xi, its best matched text t̃ is identified
by the highest similarity scores with the image, as shown in
Equation 2. Here K refers to the number of texts.

4. Cross-Modal Neighbor Representation
4.1. Understand the Advantage of CODER.

We construct the CODER for the current image by tapping
into the precise image-text distance relationship within the
CLIP feature space. This process is shown in Equation 3.
We use the CODER construct function ϕ to build image’s
CODER ϕ (x̂i) based on its original feature x̂i.

ϕ (x̂i) =
[
ψ
(
d
(
x̂i, t̂1

))
, · · · , ψ

(
d
(
x̂i, t̂K

))]
∈ RK .

(3)
The specific implementation of ϕ depends on the similarity
or distance function d and the subsequent mapping func-
tion ψ applied to this distance. In this paper, we use cosine

similarity for d and identity mapping for ψ. Then we can
rewrite Equation 3 as Equation 4. We emphasize that the
implementation of d and ψ can be further researched.

ϕ (x̂i) =

[
x̂⊤
i t̂1

∥x̂i∥ · ∥t̂1∥
, · · · , x̂⊤

i t̂K

∥x̂i∥ · |t̂K∥

]
∈ RK . (4)

We highlight CODER’s advantages over CLIP’s original
image features using an example. Figure 2’s left side depicts
a bad case for CLIP. For simplicity, we consider a situation
where test images share the same neighboring text in CLIP’s
feature space. While CLIP’s cross-modal pre-training en-
sures accurate image-text distances, it doesn’t always cap-
ture precise distances between images. This results in cases
where the distance for same-class images dimg

21 exceeds
that of different-class images dimg

23 . To solve this problem,
CODER uses CLIP’s accurate text-image distance to build
image features. As images of the same class have simi-
lar distance to their neighboring texts, their CODER align
more closely. Thus, CODER addresses the wrong distance
relation between images.

We then focus on the key element of building a good
CODER. Previous studies have emphasized that dense
sampling of neighboring samples is vital for algorithms
based on nearest neighbor. For example, only when the
training samples are densely sampled will the error rate of
the KNN classifier remain within twice that of the Bayes
optimal classifier. And some studies [24, 33] have observed
that greater sampling density of neighboring samples can
lead to better neighbor representations. Inspired by these
works, we try to optimize our CODER by increasing the
number of texts. For increasing the number of texts, we use
our Auto Text Generator (ATG) to achieve this objective.
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4.2. Use Auto Text Generator to Generate Texts

Accurate and diverse class-specific texts provide a compre-
hensive description of object classes from various perspec-
tives, enhancing the sampling density of images’ neigh-
bor texts for constructing better CODER. To automat-
ically generate a plethora of high-quality class-specific
texts adaptive to target tasks, we introduce the Auto Text
Generator (ATG). It uses different query prompts to extract
diverse insights from external experts like ChatGPT [13].
Then it leverages that knowledge to construct various high-
quality texts. These texts are instrumental in generating
high-quality CODER.

In our implementation, ATG can construct five types
of texts: (1) Class Name-based Texts; (2) Attribute-based
Texts; (3) Analogous Class-based Texts; (4) Synonym-
based Texts; (5) One-to-One Texts. The first two types of
texts are proposed by previous work[12, 16], while the lat-
ter three are innovations introduced in this paper. We will
then delve deeper into the design rationale and generation
process of these last three types of texts.

(1) Analogous Class-based Texts. If someone describes
a clouded leopard as resembling a cheetah, you can envision
its appearance even if you’ve never seen a clouded leopard.
This scenario illustrates how inter-object similarities help
humans leverage their experience with known object classes
to recognize new ones. Inspired by this, we query ChatGPT
to obtain analogous categories for a given object by asking:

Q: What other categories are {class}
visually similar to?

Given that the generated class names might exist within
the target dataset’s class names, we address this issue by
filtering out those generated class names whose cosine sim-
ilarity with existing class names surpass a defined thresh-
old. Next, we insert each analogous class name into
some templates like “a {target class} similar
to {analogous class}” to form a complete text.

(2) Synonym-based Texts. An object can have several
names. For example, both “forest” and “woodland” re-
fer to “land covered with trees and shrubs”. Due to vary-
ing frequencies of synonyms in CLIP’s training data, the
model might favor more common terms and undervalue
lesser-known synonyms, despite their equivalent meanings.
To mitigate this bias, we query WordNet for synonyms of
the current class. Subsequently, we insert the obtained
synonym class names into templates like “a photo of
{synonym class}”.

(3) One-to-One Texts: Due to similar classes often
share common features, the ATG may generate nearly iden-
tical attribute descriptions for these classes. For example,
the ATG might generate attributes such as “two pairs of
wings” for both “butterfly” and “dragonfly”. Such identical

attributes can hinder CLIP’s ability to distinguish closely re-
lated classes. To tackle this problem, we introduce the one-
to-one texts. We use the following query prompt to guide
ChatGPT in generating the most distinguishing features be-
tween similar classes A and B:

Q: What are different visual features
between a {class 1} and a {class 2} in a
photo? Focus on their key differences.

Using the prompt, we generate distinguishing attributes that
differentiate butterfly from dragonfly. For butterfly, some
of the exemplified attributes include: [“Butterflies typically
have larger and more colorful wings compared to dragon-
flies.”]. For dragonfly, some of the descriptors produced
are: [“They have transparent wings that are typically held
out horizontally when at rest.”]. From these newly created
attributes, we can make two main observations: (1) The at-
tributes underscore the key differences between butterfly
and dragonfly, such as their wing characteristics. (2) The
new attributes accentuate the comparison between the two
classes, evident from terms like “larger”, and “compared to”
found within the descriptors.

Finally, we insert the obtained one-to-one texts into some
templates like “Because of {1v1 text}, {class
1} is different from {class 2}”.

4.3. Use CODER on Downstream Tasks

We apply CODER in zero-shot and few-shot image classi-
fication tasks to enhance the performance of CLIP.
Zero-Shot Image Classification. In the first stage, we uti-
lize a general text set generated by ATG to construct the
general CODER for images. These texts can be considered
as descriptions of general characteristics for a certain class
in comparison to most other classes. We can derive prelim-
inary classification results based on the general CODER of
the images. In the second stage, we employ ATG to create
distinct one-to-one specific text sets for the top five classes,
each pair-wise. These texts serve as descriptions of the
key distinguishing features between the classes. Utilizing
these, we then develop corresponding one-to-one specific
CODER for images. Subsequently, we rerank the initial
top five classification results using these one-to-one specific
CODER. Figure 3 shows the process of our zero-shot im-
age classification method.

We first utilize all texts generated by ATG, excluding the
one-to-one texts, as the general text set P = [t1, · · · , tK ] to
construct the general CODER for test images. This process
is shown in Equation 5 and Equation 6. Here W ∈ RD1×K

refers to the texts’ features in the CLIP feature space. And
si ∈ RK represents the CODER of test image xi. K refers
to the total number of texts in P .

W =

[
t̂1

∥t̂1∥
, · · · , t̂K

∥t̂K∥

]
∈ RD1×K . (5)
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Figure 3. Illustration of two-stage zero-shot image classification process based on image’s CODER. In the first stage, we use the Auto
Text Generator to create a General Text Set, which contains general descriptions of classes. This set is utilized to construct the image’s
general CODER, and we use it for preliminary classification. In the second stage, we construct One-to-One Text Sets in pairs for the top
five predicted classes of the preliminary classification results, focusing on attributes where the two specific classes differ most. We build
one-to-one specific CODER for the image based on these One-to-One Text Sets and use heuristic classifier to get each class’s classification
score. Then we rerank the top five preliminary results based on the classification score gaps gapcji between classes. Here gapcji represents
the difference obtained by subtracting the score of the class c from that of the class j for image xi.

si = ϕ (x̂i) =
x̂⊤
i

∥x̂i∥
W ∈ RK . (6)

Then, we employ a heuristic classifier h on the test image’s
general CODER si to obtain the preliminary classification
logits vector oi. We use sij to represent the portion of the
test image’s general CODER si corresponding to the text
of the j-th category. sij consist of several parts, as shown in
Equation 7. Here soriij , sattij , sanaij , ssynij refers to sij’s por-
tion of class name-based texts, attribute-based texts, anal-
ogous class-based texts and synonym-based texts, respec-
tively. ⊕ refers to the vector concatenation operation.

sij = soriij ⊕ sattij ⊕ sanaij ⊕ ssynij . (7)

For each class, the heuristic classifier h first gets the largest
element in the test image’s CODER portion correspond-
ing to the class name-based texts and synonym-based texts.
This step is intuitive: Humans can recognize an object by
knowing just one of its names. Then h calculates the mean
of max(soriij ⊕ ssynij ) and all elements in the sij’s portion
corresponding to the attribute-based texts and synonym-
based texts. This value can be seen as the preliminary clas-
sification logit value oij belonging to class j. The process

is shown in the following Equation:

oij = h(sij) = mean
(
sattij ⊕ sanaij ⊕

[
max(soriij ⊕ ssynij )

])
.

(8)
After obtaining the preliminary classification results oi, we
extract the top five classes from the prediction results, form-
ing a set named C5. Subsequently, we draw all pairwise
combinations from these five classes in set C5, creating a
new set P1v1 comprised of these pairs. This process can be
described by Equation 9 and Equation 10:

C5 = Top5 (oi) = {c1, c2, c3, c4, c5} . (9)

P1v1 = {{ca, cb} |ca, cb ∈ C5, a ̸= b} . (10)

In the second stage, we use ATG to generate the one-to-
one specific texts for each pair in P1v1, resulting in a total
of C2

5 = 10 text sets. For each one-to-one specific text set,
we can construct a one-to-one specific CODER for the im-
age. We first use CLIP’s text encoder fT to extract the text
features of the one-to-one text set W a,b ∈ RD1×(K1+K2).
Here K1 and K2 represent the number of one-to-one texts
for each of the two classes. Equation 11 shows the compo-
sition of W a,b, where t̂ai and t̂bi refers to the i-th one-to-one
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text feature of class a and class b, respectively.

W a,b =

[
t̂a1
∥t̂a1∥

, · · · ,
t̂aK1

∥t̂aK1
∥
,

t̂b1
∥t̂b1∥

, · · · ,
t̂bK2

∥t̂bK2
∥

]
. (11)

Then we use the one-to-one text features W a,b to construct
the image’s one-to-one specific CODER sa,bi ∈ RK1+K2 :

sa,bi =
x̂⊤
i

∥x̂i∥
W a,b = sa,bia ⊕ sa,bib . (12)

Here sa,bia ∈ RK1 and sa,bib ∈ RK2 represent the part of
CODER pertaining to the one-to-one texts for class a and
class b, respectively.

Based on the one-to-one specific CODER sa,bi of the im-
age xi, we employ a heuristic classifier h to obtain image’s
classification scores for class a and b, denoted as oa,bia and
oa,bib , respectively:

oa,bia = h(sa,bia ) = mean
(
sa,bia

)
,

oa,bib = h(sa,bib ) = mean
(
sa,bib

)
.

(13)

Then we calculate the image’s classification score gap for
each class relative to another class:

gapabi = oa,bia − oa,bib , gapbai = oa,bib − oa,bia . (14)

For each class, we sum up all the score gaps between it and
other classes. Then we select the class with the largest sum
of score gaps as the final predicted class ĉi of the image:

ĉi = argmax
c∈C5

∑
j∈C5/{c}

gapcji . (15)

We use the method based on score gaps instead of the tra-
ditional voting method to reorder initial prediction results.
The reason is that score gaps provide quantified informa-
tion about the relative advantages between classes. Un-
like voting, which only considers each class’s number of
wins in pairwise classification, score gaps better capture the
model’s uncertainty in the classification tasks. For example,
a small score gap might indicate that the model is uncertain
about the correct class for the image, suggesting that the
classification result may be unreliable. This can lead to er-
rors in the outcomes derived from voting methods.

This two-phase image classification process illustrates
that by changing the neighbor text set, we can dynamically
build image’s feature that focus on different semantics ac-
cording to task requirements. In coarse-grained image clas-
sification, we focus on the general semantics of a class, such
as whether an animal has wings. In fine-grained image clas-
sification, we aim to focus on more detailed features that
differentiate between two specific classes, such as the color

of wings when distinguishing between dragonfly and but-
terfly. However, the original image features extracted by the
CLIP’s image encoder cannot dynamically adapt to specific
classification task requirements.
Few-Shot Image Classification. For Few-Shot Image
Classification, we improve the Tip-Adapter [32] by replac-
ing the original CLIP’s image features with our CODER
to calculate the similarity between the test image and
the support set’s images. We refer to the improved
method as CrOss-MoDal NEighbor Representation CLIP
Adapter (CODER-Adapter). Given the N -way M -shot
support image set I, we first calculate the CODER of
the images in the support set, represented by Strain ∈
RNM×K . Equation 16 shows the calculation process,
where f I (I) ∈ RNM×D1 refers to the support images’
original features and W ∈ RD1×K refers to the features
of texts in the general text set P , as defined in Equation 5.

Strain = f I (I)W . (16)

Then we perform one-hot encoding on the support images’
labels L to get one-hot labels matrix Ltrain ∈ RNM×C .
Each row of Ltrain is a one-hot vector.

Ltrain = OneHot (L) . (17)

For the test image xi, we also construct its CODER si ∈
RK similarly to the support set’s images.

si = f I (xi)W . (18)

We then calculate the affinity matrix A ∈ R1×NM between
the test image’s CODER si ∈ RK and the support set im-
ages’ CODER Strain ∈ RNM×K using the Equation 19.
Here Norm(·) refers to the data normalization operation like
L2 or min-max normalization. β and T are hyperparameters
to control the sharpness of A’s distribution.

A = exp

(
−β ·

(
1−

Norm
(
siS

⊤
train

)
T

))
. (19)

The affinity A ∈ R1×NM serves as a weight factor for
Ltrain. By calculating the weighted sum of images’ labels
in Ltrain, we can refine the CLIP’s original zero-shot pre-
diction results ozs

i using Equation 20. Here α controls the
degree of correction.

oi = α ·ALtrain + ozs
i . (20)

Finally, we select the class corresponding to the largest log-
its in oi as the predicted class of image xi.

5. Experiments
5.1. Zero-Shot Image Classification Performance

For zero-shot image classification, we compare our method
with two baselines: Vanilla CLIP [16] and VCD [12]. Ta-
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Table 1. Accuracy gains over VCD and CLIP baseline. The “CODER” column shows the classification accuracy before rerank stage, while
the “CODER⋆” column shows the accuracy after rerank stage. ∆ represents the improvement of our method over VCD.

ImageNet CUB200 EuroSAT

Architecture CLIP VCD CODER CODER⋆ ∆ CLIP VCD CODER CODER⋆ ∆ CLIP VCD CODER CODER⋆ ∆
ViT-B/32 59.07 62.96 64.38 66.86 3.90 51.81 51.78 53.00 55.04 3.26 44.89 46.57 52.83 54.93 8.36
ViT-B/16 63.53 68.10 69.61 71.46 3.36 55.75 57.54 58.30 59.92 2.38 49.52 56.46 55.30 60.54 4.08
ViT-L/14 70.58 74.96 76.15 77.38 2.42 62.10 63.29 64.64 65.76 2.47 53.54 59.57 62.98 68.24 8.67
ViT-L/14@336px 71.81 76.11 77.27 78.49 2.38 63.48 64.79 66.29 67.36 2.57 54.93 59.46 64.94 69.96 10.50

Describable Textures Places365 Food101

Architecture CLIP VCD CODER CODER⋆ ∆ CLIP VCD CODER CODER⋆ ∆ CLIP VCD CODER CODER⋆ ∆
ViT-B/32 41.28 45.27 48.78 52.71 7.44 36.47 38.92 40.37 40.27 1.45 80.27 84.13 84.72 85.50 1.37
ViT-B/16 43.19 45.64 48.67 55.69 10.05 37.31 39.87 41.39 41.70 1.83 85.99 89.25 89.29 89.82 0.57
ViT-L/14 52.18 57.18 60.74 61.86 4.68 37.06 38.55 41.21 41.59 3.04 89.85 93.33 93.66 93.93 0.60
ViT-L/14@336px 52.12 57.45 61.12 62.87 5.42 37.27 39.88 42.09 42.50 2.62 91.10 94.06 94.48 94.75 0.69

Caltech101 Oxford Pets ImageNetV2

Architecture CLIP VCD CODER CODER⋆ ∆ CLIP VCD CODER CODER⋆ ∆ CLIP VCD CODER CODER⋆ ∆
ViT-B/32 79.90 89.80 91.24 91.42 1.62 81.63 85.91 88.47 89.26 3.35 51.79 55.29 56.75 56.42 1.46
ViT-B/16 80.18 92.28 94.07 93.95 1.79 83.95 89.34 91.50 92.01 2.67 57.25 61.53 62.94 62.97 1.44
ViT-L/14 79.78 93.95 95.79 95.68 1.84 87.90 93.18 94.19 94.36 1.18 64.31 69.21 70.35 70.37 1.16
ViT-L/14@336px 80.36 94.35 96.31 96.37 2.02 87.82 93.62 94.22 94.88 1.26 65.61 70.41 71.45 71.28 1.04

ble 1 displays zero-shot image classification experiment re-
sults. By analyzing the results, we can draw the following
conclusions: (1) Our proposed CODER consistently boosts
CLIP’s zero-shot image classification accuracy across vari-
ous datasets and model architectures; (2) The rerank stage
based on the one-to-one specific CODER can further en-
hance CLIP’s performance, demonstrating the effectiveness
of our proposed two-stage zero-shot classification method.

5.2. Few-Shot Image Classification Performance

For few-shot image classification, we use ResNet 50[5] as
the backbone for CLIP’s image encoder, consistent with
previous methods. We use two CLIP’s training-free few-
shot image classification methods TIP-Adapter [32] and
TIP-X [20] as our baselines. TIP-Adapter leverages features
extracted by CLIP’s image encoder for calculating the sim-
ilarity between test images and support set’s images. While
TIP-X uses features based on similarity scores between im-
ages and texts generated by CUPL [15] to do it.

Figure 4 shows the few-shot image classification exper-
iment results. We use the experimental results of TIP-
Adapter and TIP-X presented in [20] and ensure that our
random seeds are consistent with them. Our method sur-
passes the previous CLIP few-shot training-free image clas-
sification methods on most datasets across different shot
scenarios. We notice that CODER-Adapter’s performance
on EuroSAT is unsatisfactory, which results in our method
not having a significant advantage in average accuracy
across 11 datasets compared to previous methods. But this
meets our expectations. Since EuroSAT has only 10 classes
and 95 texts generated by ATG, this small number of texts
fails to satisfy CODER’s need for dense text sampling, im-
pacting the adapter’s performance. This highlights the im-
portance of dense sampling for CODER.

Table 2. The accuracy of the zero-shot image classification exper-
iments using different texts. Meaning of symbols: P: Using class
name-based texts. Att: Using attribute-based texts. Ana: Using
analogous class-based texts. We use CLIP ViT-B-32.

Text Caltech101 Oxford Pets Describable Textures EuroSAT

P 79.90 81.63 41.28 44.89
P+Att 89.80 85.91 45.27 46.57
P+Att+Ana 91.01 88.55 48.73 52.77

Table 3. The accuracy of the 16-shot image classification experi-
ments using different texts. We use CLIP ResNet-50.

Text Caltech101 Oxford Pets Describable Textures EuroSAT

P 90.34 89.83 62.35 58.44
P+Att 90.47 90.3 63.06 65.36
P+Att+Ana 90.99 90.26 64.18 67.11

Contrasting to previous work [20, 32], we innovatively
interpret the superiority of CLIP’s cross-modal relative fea-
ture representation from the perspective of neighbor repre-
sentation. Additionally, by drawing an analogy to neighbor-
based algorithms like KNN, which require dense sam-
pling of neighbor samples to ensure superior performance,
we provide an intuitive explanation for our need to use a
more diverse and higher-quality text set to construct our
CODER. Motivated by this conclusion, we develop the
Auto Text Generator for the automated creation of varied,
high-quality texts to meet CODER’s dense sampling needs.
The experiments demonstrate the validity of our method.

5.3. The Importance of Dense Sampling for CODER

Nearest neighbor algorithms like KNN depend on dense
sampling for good performance. We view our CODER as
a cross-modal neighbor representation. Hence, as the di-
versity and quantity of high-quality cross-modal neighbor
texts increase, the constructed CODER should correspond-
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Figure 4. Results for the training-free few-shot regime across 11 datasets. We compare the CODER-Adapter with the previous CLIP
few-shot image classification methods. Our CODER-Adapter achieves the best performance on most datasets.
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Figure 5. The t-SNE Visualization of the Oxford-Pets dataset.
Left: Original CLIP Images’ Features; Right: CODER.

ingly improve. We validate this idea through experiments.
We use three different text sets for constructing the image’s
CODER: (1) CLIP’s original class name-based texts; (2)
class name-based texts and VCD’s attribute-based texts; (3)
our analogous class-baed texts added to (2). Our experi-
ments in zero-shot and few-shot image classification, as de-
tailed in Table 2 and Table 3, show that CODER perfor-
mance enhances with the increasing diversity and number
of texts. This highlights the importance of dense neighbor
text sampling in improving CODER quality.

5.4. Visualization results of CODER

Figure 5 presents a t-SNE visualization comparing origi-
nal image features from the CLIP image encoder with those
of our proposed CODER on the Oxford-Pets dataset. Our

CODER achieves tighter clustering of same-class images’
features and clearer separation of different classes.

6. Conclusion

In this paper, we address the misalignment between
CLIP’s image feature extraction method and its pre-
training paradigm. We present a novel perspective based
on the nearest neighbors to comprehend CLIP’s strong
zero-shot image classification capability. Our key in-
sight is that CLIP’s effective text-image matching capa-
bility embeds image information in image-text distances.
This leads us to propose the CrOss-moDal nEighbor
Representation (CODER), utilizing these image-text dis-
tances for image representation. We introduce the Auto
Text Generator to automatically generate texts, ensuring
dense sampling of neighbor texts for better CODER con-
struction. Experiment results in zero-shot and few-shot im-
age classification show the superiority of our method.
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