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Abstract

Bird’s eye view (BEV) representation has emerged as a
dominant solution for describing 3D space in autonomous
driving scenarios. However, objects in the BEV repre-
sentation typically exhibit small sizes, and the associated
point cloud context is inherently sparse, which leads to
great challenges for reliable 3D perception. In this paper,
we propose IS-FUSION, an innovative multimodal fusion
framework that jointly captures the Instance- and Scene-
level contextual information. 1S-FUSION essentially differs
from existing approaches that only focus on the BEV scene-
level fusion by explicitly incorporating instance-level mul-
timodal information, thus facilitating the instance-centric
tasks like 3D object detection. It comprises a Hierarchical
Scene Fusion (HSF) module and an Instance-Guided Fu-
sion (IGF) module. HSF applies Point-to-Grid and Grid-to-
Region transformers to capture the multimodal scene con-
text at different granularities. IGF mines instance candi-
dates, explores their relationships, and aggregates the local
multimodal context for each instance. These instances then
serve as guidance to enhance the scene feature and yield
an instance-aware BEV representation. On the challeng-
ing nuScenes benchmark, 1S-FUSION outperforms all the
published multimodal works to date. Code is available at:
https://github.com/yinjunbo/IS-Fusion.

1. Introduction

3D object detection [23, 49, 53, 82, 88, 93] is a criti-
cal task in various applications such as autonomous driv-
ing and robotics. Over the past few years, tremendous
progress has been achieved in point cloud-based 3D ob-
ject detection, due to the effective 3D neural network mod-
els [5, 17, 18, 19, 55, 87]. While point clouds, typically
captured by depth-aware sensors such as LiDAR, provide
valuable geometric information about the 3D space, they
often lack detailed texture descriptions and are sparsely dis-
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Figure 1. Motivation of IS-FUSION. (a) Previous approaches
typically focus on fusion at the entire scene level during multi-
modal encoding. (b) In contrast, [IS-FUSION places additional em-
phasis on the fusion at the instance level and explores the instance-
to-scene collaboration to enhance the overall representation.

tributed over long distances, e.g., beyond 100 meters in out-
door scenarios like nuScenes [2]. To tackle these limita-
tions, a recent trend is to perform multimodal 3D object de-
tection [33, 34, 40, 46, 77] by fusing information from both
point clouds and synchronized multi-view images. The im-
age modality provides detailed texture and dense semantic
information [20, 70], which complements the sparse point
cloud and thus enhances the 3D perception capacity.

To handle heterogeneous data from different modalities,
existing approaches [40, 42, 46] typically pre-define a uni-
fied space that is compatible with both modalities (i.e., the
bird’s eye view (BEV) in the ego-vehicle coordinate sys-
tem), and then perform feature alignment and fusion on this
shared space. BEV representation simplifies the complex
3D space into a 2D plane, making it easier to understand
the scene. However, performing fusion from the entire BEV
scene level ignores the inherent difference between the fore-
ground instances and background regions, which may un-
dermine the performance. For example, object instances
represented in the BEV often exhibit smaller sizes com-
pared to those observed in natural images. Additionally,
the number of BEV grid cells occupied by foreground in-
stances is significantly lower than those occupied by back-
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ground ones, leading to a severe imbalance between fore-
ground and background samples. As a result, the above
approaches struggle to capture local context around the ob-
ject instances, or largely rely on additional networks in the
decoding stage to iteratively refine the detections [1, 77].
While a few methods [3, 71] aim to perform object-level en-
coding, they ignore the potential collaboration between the
scene and instance features. For example, a false negative
object in a scene can be potentially rectified by enhancing
its feature through interactions with the instances sharing
similar semantic information. Therefore, it remains an open
question how to simultaneously formulate the instance-level
and scene-level context, as well as elegantly integrate them
by leveraging multimodal fusion.

In this work, we present a new multimodal detection
framework, IS-FUSION, to tackle the above challenge. As
shown in Fig. 1, IS-FUSION explores both the Instance-
level and Scene-level Fusion, as well as encourages the
interaction between the instance and scene features to
strengthen the overall representation. It consists of two
crucial components: the Hierarchical Scene Fusion (HSF)
module and the Instance-Guided Fusion (IGF) module.
HSF aims to capture scene features at various granularities
by utilizing Point-to-Grid and Grid-to-Region transformers.
This also enables the generation of high-quality instance-
level features that are vital for IGF. In IGF, the foreground
instance candidates are determined by the heatmap scores
of the scene feature; meanwhile, an inter-instance self-
attention is employed to capture the instance relationships.
These instances then aggregate essential semantic informa-
tion from the multimodal context through deformable at-
tention. Furthermore, we incorporate an Instance-to-Scene
transformer attention to enforce the local instance features
to collaborate with the global scene feature. This yields
an enhanced BEV representation that is better suited for
instance-aware tasks like 3D object detection.

In summary, IS-FUSION provides a new insight into
existing multimodal 3D detection approaches that focus
on scene-level fusion. By incorporating HSF and IGF,
it explicitly promotes collaboration between scene- and
instance-level features, thereby ensuring comprehensive
representation and yielding improved detection results. Ex-
tensive experiments on the competitive nuScenes [2] dataset
demonstrate that IS-FUSION attains the best performance
among all the published 3D object detection works. For
example, it achieves 72.8% mAP on the nuScenes valida-
tion set, outperforming prior art BEVFusion [46] by 4.3%
mAP. It also surpasses concurrent works like CMT [74] and
SparseFusion [71] by 2.5% and 1.8% mAP, respectively.

2. Related Work

LiDAR-based 3D Object Detection. LiDAR sensors are
essential for advanced autonomous driving due to their ca-

pacity of perceiving objects in 3D space even in adverse
illumination and weather environments, where they are usu-
ally more reliable than camera sensors [16, 21, 30, 37, 44,

, 68]. Current LiDAR-based detection approaches can
be broadly classified into three categories according to the
various encoding formats of point cloud: point-based [15,

, 58,59, 78, 83, 89], voxel-based [22, 29, 32, 69, 81, 90]
and point-voxel fusion networks [10, 25, 50, 57, 79]. Shi et
al.[58] propose an early work for point-wise 3D detection
by extending PointNet [54, 55] backbone with a two-stage
proposal refinement network. Due to the huge computation
overhead in large-scale scenes with more than 100k points,
point downsampling operations [78] have to be applied. A
more popular solution is to use the voxel-based representa-
tion, where the point clouds are quantified by regular grids
such that standard convolutional networks can be directly
applied. VoxelNet [90] is the seminal work that exploits
the 3D convolutional network that is later optimized in [75]
with sparse convolution. In addition, there are also some
works like [57] exploring joint point-voxel representation
by enhancing the region proposals with the raw points in-
formation, while they often require multiple stages to refine
the 3D proposals.

These LiDAR-only 3D detectors usually operate with
sparse and noisy context provided by point cloud data.
However, in challenging scenarios where objects have low
reflectivity, small sizes or are heavily occluded, relying
solely on point cloud data may lead to inaccurate detec-
tion [4, 43, 48]. Therefore, our focus is to explore the
multimodal context by incorporating the merits of both
geometry-aware point clouds and semantic-rich images to
guarantee advanced 3D object detection capability.

LiDAR-camera Fusion for 3D Object Detection. Mul-
timodal 3D object detection [6, 38, 39, 72] has recently
received considerable attention. It also has been proven
that multimodal learning can yield a more accurate latent
space representation [26] compared to the unimodal learn-
ing. Multimodal fusion approaches for 3D object detec-
tion basically comprise early fusion [12, 63, 63, 73, 85],
middle fusion [34, 35, 36, 40, 46, 51, 77, 86] and late fu-
sion [1, 6, 27, 31, 38, 76], which are categorized based on
the stages at which data fusion occurs.

The works in [63, 64] are pioneering efforts of early fu-
sion that enhance input points with corresponding image
pixel features. Later, Chen et al. [12] propose to fuse point
cloud and image features at the voxel level and aggregate
information from multiple sampling points. However, the
early fusion approaches are more sensitive to potential cal-
ibration errors. Late fusion approaches like [0, 27] typi-
cally fuse multimodal information at the region proposal
level, where the region proposals are usually generated sep-
arately by modality-specific encoders. These approaches
may result in limited interactions between modalities dur-
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Figure 2. Overview of our IS-FUSION framework. Multimodal inputs including a point cloud and multi-view images are first processed
by modality-specific encoders to obtain initial features. Then, the HSF module, equipped with Point-to-Grid and Grid-to-Region transform-
ers, utilizes these features to generate a scene-level feature with hierarchical context. Furthermore, the IGF module identifies the top- K
salient instances and aggregates the multimodal context for each instance. Finally, these instances are employed by the Instance-to-Scene
transformer to propagate valuable information to the scene, producing the final BEV representation with improved instance awareness.

ing proposal generation [71], leading to suboptimal detec-
tion performance. By contrast, middle fusion has become
increasingly popular recently as it encourages multimodal
feature interaction at various representation stages, which is
more robust to calibration error. Liu et al. [46] and Liang et
al. [40] propose to align point cloud with multi-view image
features on a unified BEV plane to simplify the fusion pro-
cess. Yang et al. [77] further suggest fusion from both BEV
and image perspective-view spaces to preserve modality-
specific information.

Unlike these approaches [46, 74, 77], which primarily
integrate point cloud and image features at a global scene
level, our IS-FUSION investigates fusion from both local in-
stance level and global scene level. This permits the advan-
tages of ‘hybrid fusion’, which also marks an improvement
over some concurrent works [3, 71] that focus only on the
instances and ignore the collaboration with the scene. IS-
FUSION smartly exchanges information between instances
and the scene, and thus facilitates the instance-centric tasks
such as 3D object detection, as shown later.

3. Methodology

We first introduce the general overview of the proposed
IS-FUSION in Sec. 3.1. Next, we delve into the details of
the HSF module in Sec. 3.2. After that, in Sec. 3.3, we
elaborate on the crucial design steps of the IGF module.

3.1. Overall Framework

As illustrated in Fig. 2, each scene is represented by a Li-
DAR point cloud P, along with synchronized RGB images
I={I,I5,...,In} captured by N cameras that are well-
calibrated with the LiDAR sensor. Our goal is to devise
a detection model capable of producing precise 3D bound-
ing boxes Y, given multimodal inputs (P, ). Formally, the

proposed IS-FUSION model is defined by:
Y :fdec(fenc(fpoint(P)afimg(I)))a (1)

where fooini(+) and fimg(+) serve as the input encoding mod-
ules, fenc(:) denotes the multimodal encoder (formed by
HSF and IGF) and fge.(-) is the decoder.

Multimodal Input Encoding. To handle inputs from het-
erogeneous modalities, we first utilize modality-specific en-
coders to get their respective initial representation, i.e.,
Bp = fooint(P) and Fi = fime(I). Following [46, 77], we
instantiate fpoin(-) with VoxelNet [90], and fim,(-) by Swin-
Transformer [45]. This yields the point cloud BEV feature
Bp and the image Perspective-View (PV) features Fy. In
particular, Bp € R">*H#*C i5 obtained by compressing the
height dimension of the 3D voxel feature as in [90], where
W and H are the numbers of BEV grid cells along the x
and y axes, and C' denotes the channel dimension.
Multimodal Encoder. The multimodal encoder fenc(-)
conducts cross-modality feature fusion between Bp and Fy
to yield a fused BEV feature Br € RW*#*C_ In contrast
to previous multimodal encoders that only focus on fusion
at the entire scene level [46, 77], we develop both instance-
level and scene-level representations. To this end, we design
fenc(+) using two modules, namely, HSF module fygsg(-) and
IGF module figr(-):

B = fene(Bp, Fi) = fice(fuse(Bp, F)), ()

where fuse(-) generates multi-granularity scene feature,
while figr(-) further integrates crucial information about
foreground instances. We will elaborate on fusp(-) and
figr(+) in Sec. 3.2 and Sec. 3.3, respectively.

Multimodal Decoder. The multimodal decoder aims to
yield the final 3D detections Y based on the BEV represen-
tation B, givenby Y = fdeC(Bp). In our work, fue(+) is
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Figure 3. INustration of HSF module. It first aggregates the
point-level features into the grid-level features with the Point-to-
Grid transformer, and then explores the inter-grid and inter-region
feature interaction through the Grid-to-Region transformer.

built upon a transformer architecture [80], which contains
several attention layers and a feed-forward-network serving
as the detection head. During training, the Hungarian algo-
rithm [28] is applied for matching the predicted and ground-
truth bounding boxes. Meanwhile, Focal loss [41] and L1
loss are adopted for the classification and 3D bounding box
regression, respectively.

3.2. Hierarchical Scene Fusion

Given the point cloud BEV feature Bp and the image PV
feature Fy, we suggest a Hierarchical Scene Fusion (HSF)
module fysg(-) to integrate Bp and F} and obtain the fused
scene representation Br € RW*?*C To be specific, fusr(-)
comprises a Point-to-Grid transformer fpag(-) and Grid-to-
Region transformer fgr(+), given by:

Br = fuse(F1, Bp) = foor(feoc(F1), Bp). 3)

Here, fpyg(-) considers the inter-point/pixel correlations in
each BEV grid, while fgor(+) further mines the inter-grid
and inter-region multimodal scene context. The intuition is
that different feature granularities capture scene context at
different levels. For example, at the point level, each ele-
ment provides detailed information about specific compo-
nents of an object. In contrast, features at the grid/region
level are capable of capturing the broader scene structure
and the distribution of objects. HSF fully leverages various
representation granularities, as illustrated in Fig. 3.

Point-to-Grid Transformer. Let us denote G = {gglrid,

ggQrid, RN ggVKdXH } as the BEV grid cells obtained by dis-
cretizing the point cloud scene P into pillars following [29].

Each grid cell gyig € G is a pillar containing L points
{Phoint> Paoints - - -+ Phoin - The Point-to-Grid transformer as-
signs each point with its corresponding image feature and
aggregates them into a BEV grid-wise feature.
Specifically, we project the L points within a pillar
hoint> Pooints + + > Piaint) € RY*3 onto the image feature map
Fi and retrieve their pixel-level features:

[Ul, U2, ce aplfoim])’

7p§()im] :finterp(Ea [U,l, u27 e auL])a

7uL] = fproj([prl)oint)pgoimy e

1 2
[ppoinl? ppoinl? s

“)

where foroi(-) indicates the projection process from point
cloud to multi-view images that yields 2D coordinates
[ul,u?, -+, u”] on the image plane, and fiyerp(*) is the
bilinear interpolation function computing features at non-
integer coordinates. In this way, we get the point-wise fea-
tures [I);];Oinl7p;2)0int7 e 7p;€z)int] € RLXC'

To handle the potential calibration noise between LiDAR
and cameras, our Point-to-Grid transformer compares all
the points within a pillar. This enables each point to con-
sider a larger receptive field and implicitly rectifies noisy
points. Afterwards, we merge the point-wise information
with a max pooling operation fax(-):

Ggrid = fmax(fMSA([p;ointv Pgoinn R p;ﬁ)im])) eRM 07 ®)

where fusa (+) is the multi-head self-attention [62], and ggriq
is a grid-wise feature that will be assigned to the image BEV
feature B; € RW*H*C Then, we compute the multimodal
BEV feature Br by combing By with the point cloud BEV
feature Bp e RW*HxC'

BF - fconv([BlvBP]) S RWXHXC7 (6)

where [-, -] denotes the concatenation, and feony () is imple-
mented by a 3x3 convolutional layer.
Grid-to-Region Transformer. In addition to the Point-
to-Grid transformer that models the inter-point dependen-
cies, we further explore the inter-grid and inter-region re-
lationships via the Grid-to-Region transformer to capture
the global scene context. This can be denoted as B =
facar (BE), where By, is the enhanced BEV feature.
Intuitively, fgor(-) can be achieved by applying global

self-attention to all the grid-wise features {g4, 9aria» - »

g;KdXH } € Bg. However, this can be computationally ex-

pensive due to the large number of grid cells. Hence, we
choose to group these grid features into different regions
following [14]. Each region is a subset described by M x M
grid cells {ggiq; Iariar > gé‘r{j }. Next, we view each region
as a whole and exchange information between the grids in a
region through inter-grid attention. More concretely, this is
realized by the multi-head attention fysa(-) operating on a
set of grid-wise features (g4, Garias - » gé‘r/{j ] € RM*xC:

~ ~ ~ M2 2
[g;ridﬂgzridf" »gé\fid]:fMSA([g;ridvggQridv'" 7gé\r/{dD> (7
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where [Q;ﬁd, Qﬁrid, e 7§§fid2] are the attentive grid cells.

Then, we capture the interactions between different re-
gions with inter-region attention. To this end, we shift each
region by (M /2, M /2) grid cells and conduct self-attention
on each shifted region containing M x M grid-wise features
(using padding if necessary). This is given by:

1\ 1o
[ggrld ’ggrld "

G,

(®)
where fs.msa(+) indicates the shifted-window self-attention
in [45], and {Aq, A, -+, Ap2} represent the new grid
indices after the shift. This allows each grid to interact with
the grids coming from various regions before the shift, thus
capturing long-range dependencies. Then, we rearrange all
the attentive grid features {gjq, Guma> > Gana - } tO gt
the enriched BEV feature map Bj, € RW* ¢,

By exploiting the hierarchical representation, HSF en-
ables the propagation of information from individual points
to different BEV regions. This facilitates the integration of
both local and global multimodal scene contexts.

AN ~Ny A
’ 7ggrisz] :fS-MSA([ggrih7 ggri?j’ e

3.3. Instance-Guided Fusion

The basic idea of IGF is to mine the multimodal con-
text around each object instance (e.g., the lanes beside the
vehicles), meanwhile integrating essential instance-level in-
formation into the scene feature. For example, if an object
is incorrectly categorized as part of the background in the
scene feature, we can rectify this by comparing it with all
the relevant instances. Formally, given the scene feature Bj;
produced by HSF, figp(-) in Eq. (2) is formulated as:

instance selection: Q = fsel (Bll:) S RK x C, )]
context aggregation: Q = fagg (Q7 B{:) S RK x C, (10)
instance-to-scene: Bp = fIZS (Bl/:, Q) € RW X H X C, (1 1)

where fi(-) selects the top-K salient instance features
Q=ql, @ - qK], fage(") aggregates the multimodal
context for each instance and flzs( ) merges the augmented
instance features Q = (@i @i - (jfn(s] to the BEV scene
feature Bf.. We present the overall pipeline of IGF in Fig. 4,
and explain fei(-), fage(-) and fios(+) as follows.

Instance Candidates Selection. To efficiently generate in-
stance features, we implement f¢(-) following [84] that ap-
plies a keypoint detection head on the scene feature By to
predict the centerness of instances. During training, a 2D
Gaussian distribution is defined for each instance as the tar-
get, and the peak location is determined by the BEV projec-
tion of the 3D center of the ground truth. Focal loss is em-
ployed to optimize this prediction head. During inference,
we keep the top- K object with the highest centerness scores
to represent the corresponding instances. Meanwhile, an
additional linear layer is employed to embed each instance,
yielding a set of instance features {gl, g2, ..., g }.
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Aggregation Add& Norm
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), Crnss Attention Cross-Attention
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Figure 4. Illustration of IGF module. Instance candidates are
first initialized based on the BVE heatmap. Then, we perform rea-
soning on these instances, meanwhile aggregating rich semantic
context from the image features. Finally, these instances trans-
fer contextual information to the BEV scene feature through an
Instance-to-Scene transformer attention mechanism.

Instance Context Aggregation. We design fu(-) to count
for both the instance-to-instance and instance-to-context in-
teractions. In typical driving scenarios, it is often observed
that pedestrians tend to appear in groups or clusters, and
vehicles commonly co-exist along the roadside. Thus, it is
crucial to investigate the correlations between instances. To
this end, we employ self-attention fysa(-) on the selected
instances [ql, g2, - . ., g ] e REXC:

[qi/nlsv qi/r?w LR qllnls(] = fMSA([qilns’ qi2ns’ te qinKs])a (12)
Furthermore, we aim to mine the semantic context for each
instance. This is achieved by comparing each instance g,
and the corresponding part in the multimodal feature Bj.
Specifically, only on a small set of neighbor locations (e.g.,
D grid cells) around ¢/, are considered to save computation
costs, following the deformable attention in [92]:

i]ins = fDeformAtt(qi/nsa fconv(BI/:))a (13)

where feony(+) is @ 3 x 3 convolution operation to align the
feature space between ¢/, and Bf, and @ys € {@hs, Tinss
. F]llni} is the enriched instance features.
Instance-to-Scene Transformer. Finally, fi,s(-) enables
each BEV grid feature to acquire valuable information from
potentially relevant instances. To this end, we build fis(-)
with a transformer cross-attention mechanism. Specifically,
after flattening B € R *H*C into a set of grid features

W x H -
{ggnd,ggnd, ... ,ggridX }, we employ each grid gérid as a
E]l;fry to e;tegd to the instance-level features (@i, G2, . . . ,
qll’ls] E R *

~1 ~1 ~ K
ggrid = fMCA(gérich [qins7 inss - -+ » qins])7 (14)

where fyca (+) indicates the multi-head cross-attention and
Jria 1s an attentive grid cell. After applying fuca(-) on
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Method Modality | mAP NDS | Car Truck C.V. Bus T.L. B.R. M.T. Bike Ped. T.C.
CenterPoint [84] [cvPR 21 L 580 655 |84.6 510 175 602 532 709 537 287 834 76.7
Focals Conv [8] [cVPR 22 L 63.8 70.0 | 86.7 56.3 238 677 595 741 645 363 875 814
VoxelNeXt [9] [cVPR 23] L 645 700 | 84.6 53.0 287 647 558 746 732 457 858 79.0
TransFusion-L [ 1] [cvpr 22 L 655 702 | 86.2 567 282 663 588 782 683 442 86.1 82.0
PillarNet-34 [56] [Eccv 22 L 660 714 |87.6 575 279 63.6 631 772 70.1 423 873 833
FocalFormer3D [11] iccv 23 L 68.7 726 | 872 57.1 344 69.6 649 778 762 49.6 88.2 82.3
MVP [85] [Neurlps 21] L+C 664 705 | 86.8 585 261 674 573 748 70.0 493 89.1 85.0
GraphAlign [61] [iccv 23 L+C 665 706 | 87.6 577 261 662 578 741 725 49.0 872 863
PointAug. [64] [cVPR 21] L+C 66.8 71.1 | 875 573 28.0 652 60.7 726 743 509 879 83.6
UVTR [34] [NewrPs 22] L+C 67.1 71.1 | 87.5 560 338 675 59.5 73.0 734 548 863 79.6
AutoAlignV2 [12] [Eccv 22 L+C 684 724 | 87.0 59.0 33.1 693 593 - 729 521 87.6 -
TransFusion-LC [1] [cVPR 22 L+C 689 717 | 87.1 60.0 33.1 683 60.8 781 73.6 529 884 86.7
BEVFusion [40] [NeurTps 22] L+C 69.2 71.8 | 88.1 609 344 693 62.1 782 722 522 892 855
BEVFusion [46] [1CRA 23] L+C 702 729 | 886 60.1 393 698 638 800 741 51.0 892 86.5
Deeplnteraction [77] [NeuriPs 22] L+C 70.8 734 | 87.9 60.2 37.5 708 638 804 754 545 917 872
UniTR [66] [iccv 23) L+C 709 745 | 879 602 392 722 651 768 758 522 894 89.7
ObjectFusion [3] [iccv 23] L+C 71.0 733 | 894 59.0 405 718 63.1 80.0 781 532 90.7 877
MSMDFusion [3] [cVPR 23] L+C 715 740 | 884 61.0 352 714 642 80.7 769 583 90.6 88.1
FocalFormer3D [11] [iccv 23 L+C 716 739 | 885 614 359 717 664 793 803 571 89.7 853
SparseFusion [71] [iccv 23] L+C 720 738 | 8.0 602 387 720 649 792 785 598 909 879
CMT [74] (icev 23] L+C 720 741 | 880 633 373 754 654 782 79.1 60.6 879 847
IS-FUSION (Ours) L+C 73.0 752 | 883 6277 384 749 673 78.1 824 595 893 89.2
IS-FusIoN' (Ours) L+C 765 774 | 89.8 678 445 776 683 818 853 656 934 91.1

Table 1. 3D Object Detection Performance on the nuScenes test set. ‘L’ is the LIDAR and ‘C’ denotes the camera. ‘C.V., ‘T.L.,
‘B.R’, ‘M.T., ‘Ped.’, and “T.C.’ indicate the construction vehicle, trailer, barrier, motorcycle, pedestrian, and traffic cone, respectively. ‘t’
denotes the model with test-time augmentation and model ensemble techniques. The best results in each column are marked in bold font.
IS-FUSION achieves superior performance compared to all the other published 3D detection works.

all the grid cells, we rearrange the obtained grid features
{Ggria> Govias - - - ,gngidXH } back into a BEV feature B €
RW*HXC “which will be employed in the subsequent de-
coding stage to produce the final 3D detections.

4. Experiments
4.1. Experimental Setup

Dataset. We evaluate the 3D object detection perfor-
mance of the proposed IS-FUSION by comparing it with
other state-of-the-art approaches on the nuScenes bench-
mark [2]. nuScenes is a very challenging large-scale au-
tonomous driving dataset that is widely used for evaluating
multi-modality 3D object detectors. It provides 700, 150,
and 150 scene sequences for training, validation, and test-
ing, respectively. Each sequence in the dataset consists of
approximately 40 frames of annotated LiDAR point cloud
data, and each point cloud data is accompanied by six cal-
ibrated image data covering 360° field of view. It requires
detecting 10 object categories that are commonly observed
in driving scenarios. The evaluation of 3D object detec-
tion is based on two key metrics: mean Average Precision
(mAP) and nuScenes detection scores (NDS). In particu-
lar, NDS is a comprehensive metric that consolidates object
translation, scale, orientation, velocity and attribute.

Network Architecture. Our implementation follows the

open-source framework MMDetection3D [13]. Specifi-
cally, the point cloud covers [-54m, 54m] along the X and
Y axes, and [-5m, 3m] along the Z axis, with a voxel size of
(0.075m, 0.075m, 0.2m). In the Point-to-Grid transformer,
we set the pillar size to (0.6m, 0.6m, 8.0m). The input res-
olution of multi-view images is set to 384 x 1056. The BEV
feature map is of size 180 x 180. In HSF, we define the point
number L as 20 and the region size M as 6. In IGF, the num-
ber of instance candidates K is set to 200. The number of
sampling locations D on the multimodal feature is set to 16.
For the model ensemble, multiple models are utilized with
voxel sizes ranging from (0.05m, 0.05m, 0.2m) to (0.125m,
0.125m, 0.2m) with intervals of 0.025m. For the test-time
augmentation, we apply double flipping and rotations (i.e.,
{0°, £22.5°, +180°}) on the input point clouds.

Training. The image encoder is pre-trained on the nulm-
age dataset [2] following current approaches [, 46, 77].
The full model is trained end-to-end for 10 epochs with
the AdamW optimizer [47]. Meanwhile, the once-cycle
learning policy [60] is employed with a maximum learning
rate of le=3. The class-balanced sampling strategy from
CBGS [91] and the cross-modal data augmentation from
AutoAlignV2 [12] are adopted during training. The de-
sign of the 3D decoder follows the common practices of
leading approaches, such as TransFusion-L [1] and BEV-
Fusion [46], where we decode the top 200 bounding boxes.
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Figure 5. Examples of 3D object detections on nuScenes validation set. We visualize the 3D bounding boxes of car, pedestrian and
bicycle with orange, blue and red colors in the multi-view images. In the point cloud, the predictions are in gray and GTs are in green.

Image

Encoder
FUTR3D [7] jcverw 23] | ResNet-101 | 64.2  68.0 | 2.3

TransFusion-LC [1] [cvPRr 22] ResNet-50 675 713 | 32

Method mAP NDS | FPS

BEVFusion [46] [ICRA 23] Swin-T 68.5 714 | 42
Deeplnteraction [77] (NeurlPs 22] | Swin-T 699 72,6 | 2.6
CMT [74] nccv 23 VoV-99 70.3 729 | 3.8
SparseFusion [71] [1ccv 23 Swin-T 71.0 73.1 | 53
IS-FUSION (Ours) Swin-T 728 740 | 3.2

Table 2. Performance comparison on the nuScenes valida-
tion set. IS-FUSION achieves superior 3D detection performance
while maintaining a comparable inference speed.

4.2. Performance Benchmarking

In Table 1, we benchmark the performance of our model
against current leading LiDAR-based (indicated by ‘L’) and
multimodal (indicated by ‘L+C”) 3D object detectors on the
nuScenes test set. It demonstrates that IS-FUSION out-
performs all existing state-of-the-art (SOTA) 3D detec-
tion algorithms. Specifically, the LiDAR-only baseline of
IS-FUSION is built upon TransFusion-L [!]. By explor-
ing instance-scene collaborative fusion, IS-FUSION signif-
icantly improves it by 7.5% in mAP and 5.0% in NDS,
respectively. Furthermore, IS-FUSION demonstrates su-
perior performance compared to some very recent mul-
timodal detection works such as FocalFormer3D [I1],
SparseFusion [71] and CMT [74], outperforming them by
1.4%, 1.0% and 1.0% in mAP, respectively. Notably, IS-
FUSION obtains the highest results in some categories with
fewer labeled instances, i.e., motorcycle and trailers (consti-
tuting only 1.08% and 2.13% of the dataset). This suggests
that IS-FUSION captures essential information even from
limited instances. By applying test-time augmentation and
model ensemble, IS-FusioN' achieves a new SOTA on the
highly competitive nuScenes leaderboard.

As shown in Table 2, IS-FUSION also obtains the best
detection accuracy on the nuScenes validation set, mean-
while keeping a comparable inference speed. In particular,
it significantly surpasses the SOTA detectors like CMT and
SparseFusion by 2.5% and 1.8% in mAP, respectively. In

Baseline-I.  Baseline-LC HSF IGF | mAP NDS
(@) v 654 70.1
(b) v 694 716
(c) v v 71.6 732
(d v v 709 728
(e) v v v | 728 740

Table 3. Ablation studies for each module in IS-FUSION on
the nuScenes validation set. Baseline-L indicates the LiDAR-
only baseline, while Baseline-LC refers to a simple variant of IS-
FusION without employing the HSF or IGF modules.

Fig. 5, we additionally present some qualitative detection
results on the nuScenes validation set to showcase the per-
formance of IS-FUSION. The visualization reveals that IS-
FUSION is capable of accurately detecting objects of vari-
ous classes, even at distant ranges and with varying scales.
Overall, the promising performance of IS-FUSION can be
attributed to the joint modeling of the multimodal instance-
level and scene-level contexts, as well as their effective col-
laboration in enhancing the BEV representation.

4.3. Ablation Studies

4.3.1 Component-wise Ablation

In this section, we investigate the contribution of each com-
ponent in our model. We begin by introducing the baseline
frameworks of IS-FUSION. Concretely, our LiDAR-only
baseline derives from Transfusion-L [!], which is reimple-
mented here as Baseline-L. For the multimodal baseline, de-
noted as Baseline-LC, we adopt a straightforward approach
that combines the point cloud and image BEV features via
a convolutional layer (see Eq. (6)). To obtain the image
BEV features, we summarize the point features in each
pillar through summation operation, where the point fea-
tures are determined by the image features as introduced in
Eq. (4). According to Table 3 (a)-(b), this intuitive fusion
solution achieves 69.4% mAP and 71.6% NDS, outperform-
ing Baseline-L by 4.0% in mAP and 1.5% in NDS. By lever-
aging HSF to enhance the scene feature, it improves 2.2% in
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Image Encoder | Resolution | mAP NDS

Components | mAP  NDS

Hyper-parameter | mAP  NDS

ResNet-50 [24] | 320 x 800 | 71.3  72.8

Baseline-LC | 69.4 71.6

K=64; D=16 | 69.8 72.0

CSPNet [65] | 384 x 1056 | 71.7  73.1
Swin-T [45] | 256 x 704 | 724  73.7
Swin-T [45] | 384 x 1056 | 72.8 74.0

+ Point-to-Grid Attn. | 69.9 71.9
+ Grid-to-Region Attn. | 71.2  72.8
Full HSF module | 71.6  73.2

K=200; D=16 | 70.9 728
K=200; D=32 | 70.6  72.7
K=300; D=16 | 704 72.5

(a) Performance with different image encoders

(b) Component-wise ablation studies on HSF  (c) Number of instances and neighbors in IGF

Table 4. Design choices of IS-FUSION. We explore the impact of various components in HSF and the optimal hyper-parameters in IGF.

Features w/o IGF Features w/ IGF

Figure 6. Visualization of the BEV features in challenging sce-
narios with traffic cones. We show the BEV features of models w/
and w/o IGF. It demonstrates that IGF can yield instance represen-
tation with higher responses and more complete patterns.

mAP and 1.6% in NDS in terms of Table 3 (b)-(c). To ver-
ify the effect of instance-level modeling (i.e., Table 3 (b)-
(d)), it shows that IGF outperforms Baseline-LC by 1.5%
in mAP and 1.2% in NDS. This highlights the crucial role
of instance representation. In Table 3 (e), our full model,
utilizing both HSF and IGF, achieves the best performance
of 72.8% mAP and 74.0% NDS, demonstrating the effect of
instance-scene collaboration.

Additionally, in Table 4(a), we explore the impact of
different image encoders and input resolutions. It shows
that Swin-T [45] outperforms other image encoders, such
as ResNet-50 [24] and CSPNet [65]. It indicates that utiliz-
ing more powerful image encoders can potentially enhance
the detection performance of IS-FUSION. Furthermore, us-
ing a larger input image resolution (e.g., 384 x 1056) also
leads to a slight performance improvement.

4.3.2 Analysis of HSF

The HSF module is designed to hierarchically extract mul-
timodal features at various granularities, facilitating a com-
prehensive description of the scene context. Therefore, we
examine the effectiveness of using different feature gran-
ularities in HSF. According to Table 4(b), the Point-to-
Grid transformer, focusing on point-wise and grid-wise fea-
tures, shows an improvement over Baseline-LC by 0.5% in
mAP and 0.3% in NDS. The Grid-to-Region transformer
improves Baseline-LC by 1.8% in mAP and 1.2% in NDS,
by exploring the inter-grid and inter-region features. It sug-
gests that a larger receptive field is more crucial for 3D ob-
ject detection. The full HSF results in an improvement of

2.2% in mAP and 1.6% in NDS, highlighting the benefits of
feature integration across different granularities.

4.3.3 Analysis of IGF

The IGF module aggregates the local multimodal feature
around each instance, and incorporates necessary instance-
level information into the BEV scene feature. In IGF,
there are two hyper-parameters that need to be determined,
namely, the instance number (K) and the sampled neighbor
number (D) in the multimodal feature. According to Ta-
ble 4(c), we found that setting KX = 200 and D = 16 yields
better performance, achieving 70.9% mAP and 72.8% NDS.
Further increasing K or D does not lead to additional im-
provement, which suggests that the self-attention between
instances has effectively explored a suitable receptive field.
Additionally, we provide visualization of the BEV feature
maps for models with and without IGF. As shown in Fig. 6,
the feature maps without IGF tend to exhibit incomplete
patterns and lower responses, while the IGF module signif-
icantly enhances the quality of the feature map, due to the
interactive collaboration with the instance-level feature.

5. Conclusions

This work presents an innovative fusion framework, IS-
FuUsIoN, for multimodal 3D object detection. It consists
of two essential modules, i.e., the Hierarchical Scene Fu-
sion (HSF) module and the Instance-Guided Fusion (IGF)
module. In particular, Point-to-Grid and Grid-to-Region
transformer attentions are designed in HSF to capture hi-
erarchical scene context. Furthermore, IGF is introduced
to mine instances, explore inter-instance relationships and
incorporate rich multimodal context around instance. We
also propose an Instance-to-Scene transformer attention to
encourage the collaboration between the instance and scene
representations. IS-FUSION achieves superior performance
on the competitive nuScenes benchmark. It provides a fresh
perspective to current BEV-based perception models by em-
phasizing instance-level context, which is potentially bene-
ficial to a spectrum of instance-centric tasks.
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