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Abstract

Continual learning can empower vision-language mod-
els to continuously acquire new knowledge, without the
need for access to the entire historical dataset. However,
mitigating the performance degradation in large-scale mod-
els is non-trivial due to (i) parameter shifts throughout life-
long learning and (ii) significant computational burdens as-
sociated with full-model tuning. In this work, we present
a parameter-efficient continual learning framework to al-
leviate long-term forgetting in incremental learning with
vision-language models. Our approach involves the dy-
namic expansion of a pre-trained CLIP model, through
the integration of Mixture-of-Experts (MoE) adapters in re-
sponse to new tasks. To preserve the zero-shot recognition
capability of vision-language models, we further introduce
a Distribution Discriminative Auto-Selector (DDAS) that
automatically routes in-distribution and out-of-distribution
inputs to the MoE Adapter and the original CLIP, respec-
tively. Through extensive experiments across various set-
tings, our proposed method consistently outperforms previ-
ous state-of-the-art approaches while concurrently reduc-
ing parameter training burdens by 60%. Our code lo-
cates at https://github.com/JiazuoYu/MoE -
Adapters4CL

1. Introduction

Artificial Intelligence (AI), particularly in the realm of
large-scale foundation models, has made significant strides
in understanding the open world, as evidenced by recent
advancements [44, 45, 56, 61, 67]. An ideal Al, akin to
human cognition, should be able to continuously assimilate
new knowledge from the dynamic environment. Traditional
fully-supervised training paradigms can’t adapt to this sce-
nario due to the high computational costs of integrating new
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data with historical datasets. In contrast, Continual Learn-
ing (CL), offering an efficient incremental training strat-
egy, emerges as a solution by focusing on new data at each
training stage. However, CL faces the significant hurdle
of “catastrophic forgetting” where a model loses previously
acquired knowledge upon learning new tasks [24, 52].

To remedy this issue, one of the popular solutions in cur-
rent CL methods [1, 16, 23, 43] is to develop dynamic ex-
pansion frameworks by incrementally adding task-specific
components to a shared base model (see Figure 1 (a)). Al-
though these methods show promise in memorization and
scalability, they cannot distinguish unseen data and thus
overlook zero-shot transfer capability. Recent advance-
ments like ZSCL [79] have brought the zero-shot transfer
ability into continual learning by leveraging a pretrained
Vision Language Model (VLM). As illustrated in Figure 1
(b), this method relies on knowledge distillation to integrate
zero-shot generalization ability from the frozen CLIP and
uses parameter regularization to prevent knowledge degra-
dation in continual learning. However, these designs often
entail large computational burdens and exhibit limitations in
long-term memorization. It’s then natural to ask whether we
can combine the merits of the pretrained foundation model
and dynamic expansion strategy to form an effective system
with robust memorization and zero-shot transfer abilities.

Recently, Parameter-Efficient Fine-Tune (PEFT) meth-
ods [22, 28, 30, 66, 74, 77] have demonstrated that large-
scale models can quickly adapt to downstream tasks via
only fine-tuning less-parameterized adapters. This inspires
us to build a dynamic expansion framework on VLM with
task-specific adapters to relieve the parameter burdens in
long-term CL. Nevertheless, the intuitive approach of stack-
ing adapters during incremental learning introduces a de-
pendency on task identity. This poses challenges in practi-
cal scenarios such as class incremental learning where task
identity may be unavailable. Furthermore, the use of inde-
pendent adapters neglects the potential for inter-task knowl-
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Figure 1. Comparison of various popular architectures to address CL. (a) Traditional dynamic expansion-based CL cannot distinguish
unseen data. (b) Zero-shot CL [79] suffers from significant computational burdens. (c) The proposed MoE-Adapters and DDAS collaborate

to form a parameter-efficient, zero-shot CL.

edge sharing and cooperation, resulting in a limited repre-
sentation capability and efficacy.

To overcome the outlined challenges, we propose a
parameter-efficient continual learning framework by lever-
aging the recent advance in the field of multi-task learn-
ing, Mixture-of-Experts (MoE) [32, 64]. We build a dy-
namic expansion architecture on a frozen CLIP model [61],
dubbed as incremental MoE-Adapters, in which we take
adapters as sparse experts and utilize incrementally in-
corporated task-specific routers to select the correspond-
ing experts. In the continual learning process, we fur-
ther apply a novel activate-freeze strategy to help the ex-
perts learn intra-task knowledge and encourage inter-task
collaboration. Additionally, a Distribution Discriminative
Auto-Selector (DDAS) is proposed to automatically allo-
cate the testing data to MoE-Adapters or the pretrained
CLIP, enabling effective predictions for seen data and zero-
shot transfer for unseen data within a unified framework.

Our extensive experiments across various settings
demonstrate the proposed method’s effectiveness in ad-
dressing the catastrophic forgetting issue, significantly re-
ducing the 60% parameter burdens and memory require-
ments during training. Furthermore, when applied to few-
shot continual learning, the proposed model shows excep-
tional resistance to forgetting and outperforms the previous
arts by 3.6%, 7.0% and 4.2% in a 5-shot setting. Our con-
tributions can be summarized as follows:

* We introduce a parameter-efficient training framework for
vision-language models in continual learning, employing
a MoE-Adapters based dynamic expansion architecture
for enhanced adaptability and efficiency.

* We develop an incremental activate-freeze strategy in the
MoE framework, enabling experts to simultaneously ac-
quire intra-task knowledge and engage in inter-task col-
laboration.

* We design a Distribution Discriminative Auto-Selector
(DDAS) for automated substream assignment, effectively
merging anti-forgetting and zero-shot transfer capabilities
within a unified model.

2. Related Works

Continual Learning. Depending on the domain variations
of incremental data, existing continual learning methods
mainly focus on addressing i.e., Class Incremental Learn-
ing (CIL) [3, 12, 34, 46, 71] and Task Incremental Learn-
ing (TIL) [51, 57, 79]. Existing efforts in this area have
been made by developing various architectures [11], in-
cluding memory-based, regularization-based and dynamic-
based models. Memory-based methods [31, 41, 48, 58,
60, 62, 65] retain the historical knowledge by storing them
in a memory bank, which will be accessed and updated
in incremental learning. However, the continuously in-
creasing learned data usually poses a burden on the mem-
ory bank, resulting in limited lifelong learning ability.
Regularization-based methods add explicit regularization
terms on weights [2, 37, 42, 75] or data [14, 18, 26, 43]
to balance between the older and new tasks. They are usu-
ally used as an auxiliary trick in memory-based or dynamic
models to alleviate the forgetting issue. Dynamic meth-
ods [1, 19, 29, 71-73] address continual learning by incre-
mentally adding new parameters on the baseline, such as
neurons, branches or prediction heads. Dynamic methods
usually perform favorably against the other two pipelines.
However, like memory-based methods, the dynamic archi-
tecture often incurs large-scale model sizes, limiting the
models’ efficiency. Despite the promising performance of
the approaches aforementioned, addressing the crucial ca-
pability of Al agents, namely zero-shot transfer to unseen
knowledge, remains challenging and complex to integrate
into existing popular pipelines. In this paper, we propose
incorporating the dynamic architecture on vision-language
models to boost their memorization of historical knowledge
and alleviate the degradation of zero-shot transfer ability.
The highly related work is ZSCL [79], which uses param-
eter regularization in the continual learning of large-scale
models. In contrast to the fully finetuning strategy in ZSCL,
our method proposed an incremental MoE adapter to de-
crease the tuned parameters and enhance the collaboration
of historically learned adapters and ongoing ones.

Parameter Efficient Fine-Tuning. In the realm of Natural

23220



,—»

zero-shot

classification

¢

MoE- i\ - “wt

L -7 W

Adapters Wi 2% j
Router |

& . & .
Expert 1 ]Q Expert i ] Q Expert j ]
L\ v

Router T

=

Multi-Head

Attention

® 1

\\ N
-1 % ‘oo pizza, ..., o
e ] ..., cannoli
S
,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Task 1 Task t
(a) The training stage

,,,,,,,,,,,,,,,,,,,,,,,,,,,,

() Frozen

Trainable [ | Activated

MoE-Adapters

[] Unactivated

i
'| gaura, ...,
1., lotus | Reie A
,

Task agnostic

(b) The inference stage

Figure 2. Overall framework of the proposed method. (a) At the training stage, CLIP’s image and text encoders (Fr, Fr) take input
samples from Task ¢. In each of transformer blocks, there is a MoE-Adapters, whose input is the tokens x* from MHSA. The router takes
the task-specific [CLS] token ¢’ as input and produces experts’ weights W} and W; to combine the expert’s output. DDAS is trained
using only images via the MSE loss defined by Eq. 3. (b) At the inference stage, the proposed DDAS determines the data distribution
by comparing the distribution {d’}7{_; in each autoencoder of the task-agnostic images. It can automatically assign the testing data into
MoE-Adapters or original CLIP to predict with either seen or unseen data.

Language Processing (NLP), fine-tuning large-scale models
(e.g., 175B GPT-3 [5]) imposes significant burdens in both
parameter complexity and time consumption. Thus, several
parameter-efficient fine-tuning methods [27, 28, 33, 36, 76]
have been explored, which only set a few trainable param-
eters and fine-tune them for efficiency. Among these meth-
ods, LoRA [28] and Compacter [36] reduce the number of
trainable parameters by attaching low-rank hyper-complex
adapter layers or sharing adapter parameters across layers,
respectively. The success of efficient tuning strategies in
NLP promotes their applications on vision-language mod-
els [22, 35, 66, 77, 80] like CLIP [22]. Recently, Liu et
al. [46] introduce efficient tuning strategies in the contin-
ual learning of CLIP, which uses trainable adapters and a
parameter retention strategy for downstream task adapta-
tion and historical knowledge memorization, respectively.
However, this method is only applied to CIL and ignores the
zero-shot ability of the original CLIP. In this paper, we pro-
pose a novel parameter-efficient tuning approach on CLIP
to boost both the anti-forgetting and zero-shot abilities in
continual learning. Our model can flexibly adapt to CIL
and TIL and achieve promising performance even trained
with few data (namely few-shot continual learning).

Mixture of Experts. The MoE [32] contains multiple
experts and a routing network. It aggregates the expert
outputs via a weighted strategy by the routing network.
Based on the sparse architecture of MoE [64], some meth-

ods [10, 20, 54, 63] are proposed to decrease computational
costs and improve model capacity. This technique is also
introduced to continual learning to mitigate the forgetting
issue. For example, Aljundi et al. [1] propose to train mul-
tiple backbones as experts and automatically feed the test
samples to a relevant expert. Chen et al. [7] utilize the
pre-trained experts and gates to store previous knowledge.
These methods have demonstrated MoE’s promising per-
formance in continual learning. We propose an incremen-
tal MoE-Adapters for continual learning with CLIP. We use
adapters as experts to increase the adaption speed and intro-
duce an incremental expert interaction strategy to facilitate
the collaboration of experts during continual learning.

3. Methodology
3.1. Continual Learning

Given a set of T tasks {7*}]_,, continual learning works
by sequentially accessing and learning on each task 7! =
{D",C'}. Here, D! = {I!,y!}N', represents the data of t'"
task 7, where I! is the input image, y! € C' is the corre-
sponding class label, and N is the size of data. The cate-
gory set Ct = {cg } 5-”51 encompasses the class names within
T*, with a total of M? classes. Continual learning aims
to achieve good performance across all tasks and can be
broadly categorized into Task Incremental Learning (TIL)
and Class Incremental Learning (CIL). In TIL, the model
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generates predictions within a task-specific set C?, which is
determined by the current task identity {. Meanwhile, in
CIL, the challenge involves distinguishing between all the
previously encountered classes Uf_, C".

3.2. Framework Overview

In this paper, we present a parameter-efficient framework
designed to empower the continual learning capabilities of
vision-language models, achieving robust historical knowl-
edge memorization without sacrificing the zero-shot gener-
alization abilities. Our method is built upon the CLIP [22]
model, which contains parallel encoders (F;, Fr) to extract
features of input images and texts, respectively. By follow-
ing CLIP [22], we make predictions based on the cosine
similarity between the final image embedding F;(I}) and
text embedding Fr(c}). The input image is then assigned
to the class with the highest similarity.

The overall framework of our method is shown in Fig-
ure 2. We introduce MoE structure onto a frozen CLIP to
consolidate all the downstream tasks within a unified model,
in which the task-dependent routers are sequentially added
to modulate the experts for each task. Adapter modules,
such as LoRA [28], function as the experts in the MoE
setup, enhancing adaptation speed during training. To re-
lieve MoE’s reliance on task identities, we further propose
a Distribution Discriminative Auto-Selector (DDAS). The
DDAS automatically infers the task context by analyzing
the variations of the target image distributions. As a re-
sult, in-distribution data will be allocated to the correspond-
ing routers within MoE, while the out-of-distribution inputs
will be identified and directed to the original CLIP to per-
form zero-shot recognition.

3.3. Incremental Mixture-of-Experts Adapters

We leverage MoE [64] to build an expansible architecture to
alleviate the “catastrophic forgetting” issue in the continual
learning of CLIP. The MoE is composed of several experts
{£}N= and routers, where Ny is the number of predefined
experts. For current task Tt only a task-dependent router
Rt t € [1,T] is added to the system, which integrates the
experts’ outputs via gated average.

Adapters as Experts. MoE in vision-language models usu-
ally incorporate the experts inside networks, which can be
MLPs or attention heads [8, 64, 78]. However, inserting
the MoE inside VLM might bring in significant compu-
tational burdens due to the full-parameter tuning. Some
methods [22, 46] have demonstrated that adapters with few
parameters can increase the adaption speed of VLM on
downstream tasks and enable their applications in contin-
ual learning. Inspired by this, we use the effective adapter
LoRA [28], which works by decoupling the original heavy
and frozen parameters into low-rank trainable space, as the
experts in MoE to speed up continual learning with CLIP.

@) @ @ @) &) &)
[Expertsi - [Expertsj [Expertsi - [Expertsj | Expertsi| -~ |Expertsj

t ! ! f L !

@1 @] )
TRouter t TRouter t TRouter t
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Figure 3. The three distinct combinations among activated ex-
perts (a) both trained, (b) trainable and frozen, (c) both experts are
frozen, and only the router is trainable.

Our MoE-Adapters are implemented in all the Trans-
former blocks of the parallel encoders (Fr, Fr), as shown
in Figure 2. To be more specific, in each Transformer block,
the feature tokens 2! € R"™*? after the multi-head atten-
tion output are passed to all the experts in the MoE. Then,
the task-specific router R? is applied to fuse the experts’
outputs via gated summation. Note that we implement the
same MoE adapters in both the image encoder and the tex-
tual encoder, without sharing the parameters.

Incremental Mixture of Experts. In our MoE framework,
task-specific routers R* determine the activation of experts
&; to produce outcomes tailored to each task ¢. The com-
bined output for a task, yt,is computed as:

Ng
Y=Y wWiER, (1)
=1

where W* = {W}!}N= represents the gating weights as-
signed by Rf, dictating each expert’s contribution. x’ de-
notes the tokens processed for task t, and y* is the cor-
responding output from the MoE-Adapters, matching the
shape of x!. We refine the MoE-Adapters for continual
learning with two key modifications. Unlike previous meth-
ods [10, 63] that input patch or image tokens into the router,
we utilize the initial token, known as the [CLS] token
(¢! € R'™™%), to enhance processing efficiency. The gating
weights are then computed as follows:

Wt = Softmax(Topk(R(c"))), (2)

where R? projects ¢! to a 1-D vector indicating each ex-
pert’s likelihood of activation. The T'opk(-) function selects
the k most relevant experts, while setting the rest to be —oo.
The Softmax(-) function normalizes these weights to em-
phasize the selected experts’ contribution.

Training MoE-Adapters. We train the MoE-Adapters
through simple back-propagation, orchestrated by an incre-
mental activate-freeze strategy. The objective is to augment
experts with intra-task knowledge and inter-task collabora-
tion. Specifically, after training on an older task, we count
the distribution of its router’s outputs. The Top-k most ac-
tivated experts are then kept frozen during subsequent task
training to preserve task-specific knowledge. In this man-
ner, when faced with a new task, the respective router is able
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LwF [43] 36.3 86.9 72.0 59.0 73.7 60.0 73.6 74.8 80.0 37.3 58.1 64.7
g iCaRL [62] 355 89.2 72.2 60.6 68.8 70.0 78.2 62.3 81.8 412 62.5 65.7
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ZSCL [79] 45.1 92.0 80.1 64.3 79.5 81.6 89.6 75.2 88.9 64.7 68.0 75.4
Ourst 54.3 91.1 85.1 69.7 71.5 84.5 89.1 73.8 89.2 69.0 65.8 77.2(+1.8)
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Table 1. Comparison with state-of-the-art methods on MTIL benchmark in terms of “Transfer”, “Average”, and “Last” scores (%). “Ours{”
and “Ours” indicate our method trained on 3k and 1k iterations, respectively. We label the best and second methods with bold and underline
styles. The top block indicates the upper-bound solutions to adapt the CLIP on each task.

to access frozen experts for leveraging shareable knowl-
edge from historical tasks, and optimize unfrozen experts
to acquire specific information for the new task. As illus-
trated in Figure 3, during training the router can activate (a)
only the untapped experts, (b) both untapped and previously
learned experts, and (c) only the learned experts from pre-
vious tasks. As a result, this strategy allows experts to con-
solidate their knowledge collaboratively, resembling the hu-
man brain’s mechanism of reinforcing and connecting new
information with existing memories.

3.4. Distribution Discriminative Auto-Selector

The task-specific nature of the routers in our MoE-Adapters
necessitates manual task identity to activate the appropriate
router. Such manual intervention is not aligned with the au-
tomated and practical nature of Task Incremental Learning
(TIL) and Class Incremental Learning (CIL), and restricts
the inherent zero-shot generalization capability of the CLIP
model. To address this limitation, we develop the Distribu-
tion Discriminative Auto-Selector (DDAS), which automat-
ically selects the proper router with the task context inferred
by analyzing the variation in the distribution of input.

DDAS extends the incremental MoE framework by in-
troducing a series of task-specific autoencoders, {F4}1;,
which are trained to independently capture the distribution
characteristics for the tasks {7¢}7_,. The loss function em-
ployed for training the autoencoders is the Mean Squared
Error (MSE), defined as:

d' = [If; = £, 3)

where f! is the intermediate feature extracted from the in-
put image, and f, = ]-"jl(f;f) is the reconstructed feature
representation by the autoencoder of task £. Since the au-
toencoder }"fq is individually learned on the data of task ¢,
the resulting reconstruction score d* reflects the likelihood
that an input image pertains to the task, with a lower score
suggesting a higher probability.

Moreover, to preserve CLIP’s zero-shot transfer ability
during continual learning, we include an additional autoen-
coder, .7-"19‘, trained on a reference dataset to identify out-
of-distribution data. Upon completion of the learning pro-
cess, DDAS computes a set of distribution scores {d'}7_,
for each input image. Should all scores surpass a specific
threshold, T hres, the system classifies the input as “unseen
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Table 2. Comparison with state-of-the-art methods on few-shot MTIL benchmark in terms of “Transfer”, “Average”, and “Last” scores
(%). Ours converges in 500 iterations on few-shot. We label the best and second methods with bold and underline styles. The top block
indicates the upper-bound solutions to adapt the CLIP on each task.

data” and redirects it to the frozen CLIP for zero-shot trans-
fer. Conversely, inputs below this threshold are routed to
the corresponding router with the lowest distribution score,
ensuring efficient and accurate task identification.

4. Experiments
4.1. Experimental Setting

Datasets. We evaluate our method across two tasks: Multi-
domain TIL (MTIL) and CIL. For MTIL, we follow the
two-order training protocol proposed in [79]. For CIL, we
follow [19] to conduct experiments on CIFAR100 [19] and
TinyImageNet [71]. The 100 classes of CIFAR100 are di-
vided into {10, 20,50} subsets, and the 100 classes from
TinyImageNet are divided into {5, 10, 20} subsets to evalu-
ate class distribution adaptability.

Metrics. To evaluate our method on the MTIL, we utilize
metrics proposed by [79], namely “Transfer”, “Average”,
and “Last”. The “Transfer” metric assesses the model’s
zero-shot transfer capability on unseen data. “Last” eval-
uates the model’s memorization ability on historical knowl-
edge. “Average” is a composite metric measuring the mean
performance across “Transfer” and “Last”. In CIL, follow-
ing [19], we calculate the average accuracy over all subsets
(“Average”) and specifically for the last subset (“Last”).
Implementation Details. As in [79], we use the CLIP
model with ViT-B/16 [17] as our backbone for all the ex-

periments. We adopt LoRA [28] as experts and set the total
number N = 22. The router is a single MLP that mixes
the experts with top-2 gating scores. In DDAS, the refer-
ence data is TinyImageNet [71], and the threshold is 0.065
and 0.06 for full-shot and few-shot. The autoencoder is built
upon a pretrained AlexNet [40] with MLP and a non-linear
layer. We use AdamW [49] optimizer and a label smooth-
ing [53] technique for a better result. For TIL, we train
1k iterations on full-shot and 500 iterations on few-shot for
each task. For DDAS, we train 1k and 300 iterations for ref-
erence datasets and incremental tasks, respectively. Except
for the reference dataset, the MoE-Adapters and DDAS are
jointly trained during continual learning.

4.2. Comparison with State-of-the-art Methods

Multi-domain Task Incremental Learning. Table 1 show-
cases a comparison between our proposed method and al-
ternative approaches in the MTIL task. Our approach uti-
lizes the predefined Order-1 from [79], where datasets are
trained and tested sequentially in a left-to-right order, as dis-
played in Table 1. Additional results for Order-II are pro-
vided in the supplementary material. The uppermost sec-
tion of Table 1 displays the outcomes of applying CLIP in-
dependently on each task through zero-shot inference, full
parameter fine-tuning, and parameter-efficient fine-tuning.
The “zero-shot” represents the optimal results of CLIP’s
zero-shot transfer on each task, while the other two rows
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10 step 20 step 50 step

Method

Avg.  Last | Avg. Last | Avg.  Last
UCIR [26] 58.66 43.39 | 58.17 40.63 | 56.86 37.09
Bic[69] 68.80 53.54 | 66.48 47.02 | 62.09 41.04
PODNet[18] 58.03 41.05 | 53.97 35.02 | 51.19 32.99
DER [71] 74.64 6435 | 7398 62.55 | 72.05 59.76

DyTox+[19] 74.10 62.34 | 71.62 57.43 | 68.90 51.09
DNE [29] 74.86  70.04 - - - -

CLIP Zero-shot  74.47 65.92 | 7520 65.74 | 75.67 65.94

Fine-tune 65.46 5323 | 59.69 43.13 | 39.23 18.89
LwF [43] 65.86 48.04 | 60.64 40.56 | 47.69 32.90
iCaRL [62] 7935 7097 | 7332 64.55 | 71.28 59.07
LwF-VR [15] 78.81 70.75 | 7454 63.54 | 71.02 59.45
ZSCL [79] 82.15 73.65 | 80.39 69.58 | 79.92 67.36
Ours 8521 77.52 | 83.72 76.20 | 83.60 75.24

Table 3. Comparison of different methods on CIFAR100 in class-
incremental setting. We label the best and second-best methods
with bold and underline styles.

Method 5 step 10 step 20 step
Avg.  Last | Avg. Last | Avg.  Last
EWC [37] 19.01 6.00 | 1582 3.79 | 1235 4.73
EEIL [6] 47.17 3512 | 45.03 34.64 | 4041 29.72
UCIR [26] 50.30 39.42 | 48.58 37.29 | 42.84 30.85
MUC [47] 3223 19.20 | 26.67 1533 | 21.89 10.32
PASS [81] 49.54 41.64 | 47.19 39.27 | 42.01 3293
DyTox [19] 55.58 47.23 | 5226 4279 | 46.18 36.21
CLIP Zero-shot  69.62  65.30 | 69.55 65.59 | 69.49 65.30
Fine-tune 61.54 46.66 | 57.05 41.54 | 54.62 44.55
LwF [43] 60.97 48.77 | 57.60 44.00 | 5479 42.26
iCaRL [62] 77.02 7039 | 73.48 6597 | 69.65 64.68
LwF-VR [15] 7756 70.89 | 74.12 67.05 | 69.94 63.89
ZSCL [79] 80.27 73.57 | 78.61 71.62 | 77.18 68.30
Ours 81.12 76.81 | 80.23 76.35 | 79.96 75.77

Table 4. Comparison of different methods on TinylmageNet
dataset in class-incremental settings with 100 base classes. We
label the best and second methods with bold and underline styles.

indicate the highest possible outcomes achieved by fine-
tuning CLIP in each respective task. Our proposed method,
labeled as “Ours”, outperforms the second-best approach
on most tasks, resulting in an overall improvement of by
0.8%, 1.3%, and 1.4% in terms of “Transfer”, “Average”
and “Last”, respectively. Additionally, by increasing the
training iterations from 1k to 3k, our method (labelled as
“Ourst”) achieves a further improvement of 1.8% and 3.8%
on “Average” and “Last” while dropping 0.7% on “Trans-
fer” in comparison to ZSCL [79]. Furthermore, our model
achieves less degradation than ZSCL when compared with
the upper bound methods, demonstrating favorable perfor-
mance in anti-forgetting and zero-shot transfer.

Few-shot Multi-Domain Task Incremental Learning. we
also ran experiments on few-shot MTIL, limiting the CLIP
model to access only a few samples per task. In a 5-shot
setting, the comparison results are shown in Table 2 us-
ing the same metrics as Table 1. Our method outperforms
most state-of-the-art approaches on most datasets, surpass-

Method Train Params | GPU | Times |
LWF [43] 149.6M 32172MiB 1.54slit
LWEF-VR [15] 149.6M 32236MiB 1.51s/it
ZSCL [79] 149.6M 26290MiB 3.94s/it
MoE-Adapters 51.1IM 19898MiB 1.37s/it
DDAS 8.7M 2461MiB 0.21s/it
Ours 59.8M 22358MiB 1.58s/it

A -60.03% -14.95% -59.90%

Table 5. Comparison of computational cost during training be-
tween our method and others in terms of training parameters, GPU
burdens and training times of each iteration. And the A is the im-
provement relative to the SOTA ZSCL [79].

ing the second-best method by 3.6%, 7.0%, and 4.2% in
terms of “Transfer,” “Average,” and “Last”. These results
demonstrate the effectiveness of the proposed incremental
MoE-Adapters in addressing the forgetting issue in long-
term continual learning, even with limited samples. Fur-
thermore, our proposed DDAS effectively learns data dis-
tribution discrimination with fewer training samples.

Class Incremental Learning. We conduct experiments on
class incremental learning to verify our method’s perfor-
mance on single-domain CL. Unlike MTIL, the task id of
the input image is unknown in CL. To this end, our MoE-
Adapters use only one router with two experts to adapt to
all the subsets. The comparison results between our method
and state-of-the-art approaches on CIFAR100 and TinyIm-
ageNet are shown in Table 3 and 4, respectively. As we can
see, the proposed method consistently outperforms the other
competitors, including dynamic expansion and CLIP-based
approaches, demonstrating the effectiveness and scalability
of our MoE-Adapters in addressing single-domain CL.
Computational Cost. The experiments above have demon-
strated the promising performance of our method in both
MTIL and CIL. We further compare the computational cost
of our method with others to prove its parameter and time
efficiency during training. Table 5 shows that our method
is superior to the SOTA method ZSCL, with a reduction
of approximately 60%, 15%, and 60% in terms of train-
ing parameter (M), GPU burdens (MiB), and iteration time,
respectively. Additionally, we analyze the efficiency of
our two proposed components, MoE-Adapters and DDAS,
demonstrating that they effectively enhance continual learn-
ing for CLIP while reducing significant computation bur-
dens during training.

4.3. Ablation Study

In this section, we mainly analyze the efficacy of the pro-
posed incremental MoE-Adapters and DDAS. All the ex-
periments are conducted in MTIL setting. More analysis
can be found in the supplementary material.

Analysis of MoE-Adapters. We conduct detailed ablation
studies of different settings on MoE-Adapters, as shown in
Table 6. Compared with the zero-shot CLIP and the fine-
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Method Transfer A | Avg. A | Last A
CLIP Zero-shot 69.4 +0.5 | 653 -114 | 653 -19.7
+Adapter 45.0 -23.9 | 57.0 -19.7 | 71.5 -13.5
+2E/1R 45.1 -23.8 | 563 -204 | 71.1 -13.9
+2E/11R 68.1 -0.8 72.6 4.1 779 -7.1
+22E/IR 44.1 -24.8 | 56.0 -20.7 | 66.2 -18.8
+22E/11R w/o F 68.6 -0.3 75.1 -1.6 | 820 -3.0
Ours 68.9 0.0 | 76.7 0.0 | 85.0 0.0
Table 6. Ablation studies on incremental MoE-Adapters.

“mE/nR” indicates MoE with m experts and n routers, respec-
tively. “F” represents the incremental activate-freeze strategy.

90 —&—Transfer —®— Average —*—Last | 90 ——Transfer —®—Average —*—Last
85 % | 85 W*—*“/*
Z-80 Z-80
I I
£ —o —o—o e |E ° oo
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Number of Experts Number of Experts
(a) 1k iterations (b) 3k iterations

Figure 4. Analysis of expert’s number in different training itera-
tions. The results can be referred to “Ours” and “Ourst” in Table 1.

tuned version with one adapter, our MoE-Adapters effec-
tively mitigate the “catastrophic forgetting” issue and re-
tain the zero-shot transfer ability on the unseen date. In
the proposed MoE-Adapters, we use 7" task-specific routers
to adaptively activate the Topk experts from the predefined
expert pool. Table 6 illustrates several different experts and
routers combinations. As we can see, compared with using
more experts, the task-specific routers contribute more to
improve anti-forgetting and zero-shot transfer abilities. In
the training of MoE, we propose an incremental activate-
freeze strategy, enabling the collaboration of previously
learned experts and inactivated ones for more accurate pre-
diction. The comparison between “Ours” and “+22E/11R
w/o F” demonstrates the effectiveness of this strategy.

Analysis of Expert Number. Figure 4 presents the ablation
study on the number of experts used in MoE-Adapters. The
experiments are conducted on the models trained by 1k / 3k
iterations with 7' task-specific routers. The smoothness of
the curves in the figure indicates our method’s robustness
for changing the number of experts. We can observe that
the three metrics remain relatively stable as the number of
experts changes. As shown in Figure 4 (a) and (b), it is
more stable in the 1k iteration setting than in 3k iterations.
This phenomenon arises due to the escalating number of
iterations, leading to an increase in the overall frequency of
expert selection. When the number of experts is small, our
activate-freeze strategy may activate more untapped experts
and train them a few times, leading to the router mistakenly
activating incompletely trained experts during the inference
phase. The fluctuation is within an acceptable range and
does not significantly affect the final performance.

Task id
e 1

=00 U AW N

[ NN
==

(a) Full-shot (b) Few-shot
Figure 5. t-SNE on DDAS’s output of each task on full-shot and
few-shot MTIL. The corresponding task names from ¢d = 1 — 11
are matches with the datasets listed from left to right in Table 1.

Analysis of DDAS. We use DDAS to automatically distin-
guish the input images from seen or unseen data by learning
the variations in data distribution with task-specific autoen-
coders. To verify the effectiveness of DDAS, we analyze the
distribution discrimination in feature space, whose results
are illustrated in Figure 5. We employ the reconstructed
features jf, and plot the figure when the continual learning is
finished. As we can see, the proposed DDAS is effective at
learning the discriminative distribution of each learned task
in full-shot and few-shot MTIL. As shown in Figure 5, the
feature distributions of some samples from Task 9 overlap
with that of Task 11. It is because these samples are mis-
classified by DDAS as out-of-distribution data and perform
feature extraction with reference autoencoder. Although the
inevitable misclassifications occur, our method still outper-
forms the state-of-the-art approaches in various metrics.

5. Discussion

We propose a parameter-efficient training framework to
boost the continual learning of vision language models. We
employ MoE-Adapters to help the CLIP model to adapt
efficiently and generalize well on all tasks. Moreover,
we introduce a Distribution Discriminative Auto-Selector
(DDAS) to assign inference data automatically to either
MoE-Adapters or the frozen CLIP. Extensive experimental
results in various settings demonstrate the superiority of our
method over previous arts in terms of classification accu-
racy and training efficiency.

One limitation of our framework is that the proposed

DDAS requires a predefined threshold to determine down-
stream branches for all tasks. With the growth of task num-
bers, adapting all tasks with a single threshold would bring
errors. Besides, incorporating the learned knowledge to im-
prove the zero-shot transfer ability of the original CLIP is a
future research direction.
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