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Input (text or image) Generated wonderjourneys (rendering of generated sequences of 3D scenes)

Girl in wonderland …

Cyberpunk city …

Mad hatter … Tea party … Chessboard … Red queen …

More Examples

Serene lake …

Flamingos …

Figure 1. We propose WonderJourney—generating a sequence of diverse yet coherent 3D scenes from a text description or an arbitrary image
such as photos or generated art (“from anywhere”). WonderJourney can generate various journeys (which we refer to as “wonderjourneys”)
for a fixed input, potentially ending “everywhere” (Fig. 4). We show rendered images along the generated sequence of 3D scenes. We
strongly encourage the reader to see video examples at https://kovenyu.com/WonderJourney/.
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Abstract

We introduce WonderJourney, a modular framework for
perpetual 3D scene generation. Unlike prior work on view
generation that focuses on a single type of scenes, we start
at any user-provided location (by a text description or an
image), and generate a journey through a long sequence of
diverse yet coherently connected 3D scenes. We leverage
an LLM to generate textual descriptions of the scenes in
this journey, a text-driven point cloud generation pipeline to
make a compelling and coherent sequence of 3D scenes, and
a large VLM to verify the generated scenes. We show com-
pelling, diverse visual results across various scene types and
styles, forming imaginary “wonderjourneys”. Project web-
site: https://kovenyu.com/WonderJourney/.

“No, no! The adventures first, explanations take such a
dreadful time.” – Alice’s Adventures in Wonderland

1. Introduction
In “Alice’s Adventures in Wonderland”, the story begins
with Alice falling down the rabbit hole and emerging into a
strange and captivating Wonderland. In her journey through
this wonderland, Alice encounters many curious characters
such as the Cheshire Cat and the Mad Hatter, and peculiar
scenarios, such as the tea party and the rose garden – eventu-
ally ending at the royal palace. These characters and settings
combine to form a compelling world that has fascinated
countless readers over the years. In this paper, we follow
in this creative tradition and explore how modern computer
vision and AI models can similarly generate such interesting
and varied visual worlds, which users can journey through,
much like Alice did in her own adventures in Wonderland.

Toward this goal, we introduce the problem of perpetual
3D scene generation. Unlike previous work on perpetual
view generation [21, 24] that only generates a single type of
scene, such as nature photos, our objective is to synthesize a
series of diverse 3D scenes starting at an arbitrary location
specified via a single image or language description. The
generated 3D scenes should be coherently connected along
a long-range camera trajectory, traveling through various
plausible places. The generated 3D scenes allow rendering a
fly-through video through a long series of diverse scenes to
simulate the visual experience of a journey in an imaginary
“wonderland”. We show examples in Fig. 1.

The main challenges of perpetual 3D scene generation
center around generating diverse yet plausible scene ele-
ments. These scene elements need to support the formation
of a path through coherently connected 3D scenes. They
should include various objects, backgrounds, and layouts
that fit in observed scenes and transit naturally to the next,
yet unobserved, scenes. This generation process can be bro-
ken down into determining what objects to generate for a
given scene; where to generate these objects; and how these

scenes connect to each other geometrically. Determining
what elements to generate calls for semantic understanding
of a scene (e.g., a lion might not be a great fit for a kitchen);
determining where to generate them calls for common sense
regarding the visual world (e.g., a lion should not be float-
ing in the sky); further, generating these elements in a new
connected scene requires geometric understanding (e.g., oc-
clusion and disocclusion, parallax, and appropriate spatial
layouts). Notably, these challenges are absent in prior work
on perpetual view generation, as they tend to focus on a
single domain [24] or a single scene [11].

Our proposed solution, WonderJourney, addresses each
of the above challenges in perpetual 3D scene generation
with its own module. WonderJourney leverages an LLM
to generate a long series of scene descriptions, followed by
a text-driven visual scene generation module to produce a
series of colored point clouds to represent the connected 3D
scenes. Here, the LLM provides commonsense and semantic
reasoning; the vision module provides visual and geometric
understanding and the appropriate 3D effects. In addition,
we leverage a vision-language model (VLM) to verify the
generation and launch a re-generation when it detects unde-
sired visual effects. Our framework is modular. Each of the
modules can be implemented by the best pretrained models,
allowing us to leverage the latest and future advancements in
the rapidly growing vision and language research. Our main
contributions are as follows:

• We study perpetual 3D scene generation and propose Won-
derJourney, a modular framework that decomposes this
problem into core components: an LLM to generate scene
descriptions, a text-driven visual module to generate the
coherent 3D scenes, and a VLM to verify the generated
scenes.

• We design a visual scene generation module that leverages
off-the-shelf text-to-image and depth estimation models to
generate coherent 3D point clouds. Our module handles
boundary depth inaccuracy, sky depth inaccuracy, and dis-
occlusion unawareness.

• We show compelling visual results and compare Won-
derJourney with SceneScape [11] and InfiniteNature-
Zero [21] in a user study, which shows that WonderJourney
produces interesting and varied journeys.

2. Related Work
Perpetual view generation. The seminal work on perpetual
view generation is Infinite Images [18] which synthesizes the
effect of navigating a 3D world by stitching and rendering
images according to camera motions. Later works, such as
Infinite Nature [24] and InfiniteNature-Zero [21], learn to
auto-regressively generate next view based on the current
view. Follow-up works improve global 3D consistency [5]
and visual quality [4]. A recent work, SceneScape [11],
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Figure 2. The proposed WonderJourney framework and workflow across modules. Our modular design does not require any training,
allowing easy future improvements from the quick advances in vision and language models.

explores text-driven perpetual view generation by gradually
constructing a single cave-like scene represented by a lengthy
mesh. While these methods study perpetual generation, they
are restricted to a single domain such as nature photos [21,
24] or a single scene [11].

3D scene generation. Considerable progress has recently
been made in text-to-3D or image-to-3D generation, many
of which focus on objects without background [9, 20, 22, 26,
27, 33, 34]. These works typically leverage a 2D image prior
from an image generation model, e.g., an image diffusion
model [36], and then build a 3D representation, such as a
NeRF [42], by distilling the supervision of the 2D image
generation model [33]. Other works on 3D object generation
focus on learning a 3D generative model directly from 2D
images [6, 7, 13, 14, 29, 30, 32, 37, 39].

Several works also focus on generating a single 3D scene
with background [2, 10]. For example, Text2Room [15]
generates a room-scale 3D scene from a single text prompt,
using textured 3D meshes for their scene representation.
Other relevant works have focused on generating (sometimes
called “reconstructing”) a scene from limited observations,
such as a single image. Long-Term Photometric Consis-
tent NVS [43] generates single scenes from a source image
by auto-regressively generating with a conditional diffusion
model. GeNVS [8] and Diffusion with Forward Models [40]
use an intermediate 3D representation but are trained and
evaluated on each scene separately. ZeroNVS [38] synthe-
sizes a NeRF of a scene from a single image. Their work
focuses on generating a single scene while ours targets gen-
erating a coherently connected sequence of diverse scenes.

Text-guided video generation. The idea of scene generation
has also been explored in video generation. Several concur-
rent works like TaleCrafter [12] and others [16, 23, 25] also
discuss the task of creating a series of videos which follow
an LLM-generated story or script. However, all these works
use different scenes as different clips in a video, resulting in

hard cuts, while our perpetual 3D scene generation aims at
generating sequences of coherently connected scenes.

3. Approach
Our goal is to generate a potentially endless sequence of
diverse yet coherently connected 3D scenes, which requires
both geometric understanding of 3D scenes and visual com-
mon sense and semantic understanding of scene structures.
To tackle this challenging task, we propose WonderJourney.
The main idea is to generate a text description of the visual
elements the next scene would contain, and then employ a
text-guided visual generation module to make that 3D scene.

WonderJourney is a modular framework that decomposes
this task into scene description generation, visual scene gen-
eration, and visual validation, as in Fig. 2. Given an input
image or text, we first pair it with the other modality by gener-
ating the image with a text-to-image model or by generating
the description with a Vision Language Model (VLM). Then
we generate the next-scene description by a Large Language
Model (LLM). A visual scene generation module takes in
the next-scene description and the current scene image to
generate the next 3D scene represented by a colored point
cloud. This generation process is then checked by a VLM
to make sure there is no unwanted effects, or it gets regen-
erated. We note that our framework is modular such that
each module can be implemented with the latest (pretrained)
models and thus can easily leverage the quick advances of
large language and vision models.

3.1. Scene description generation
We propose an auto-regressive scene description generation
process, i.e., the scene description generation takes a set of
past and current scene descriptions as input and predicts the
subsequent scene description:

Si+1 = gdescription(J ,Mi), (1)
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Figure 3. The visual scene generation module. Each arrow represents a parametric vision model (e.g., a depth estimator) or an operation
(e.g., rendering). Our fully modular design easily benefits from advances in the corresponding research topics.

where Si denotes the ith scene description, and gdescription de-
notes the scene description generator which is implemented
by an LLM that takes two inputs: 1) the task specification
J = “You are an intelligent scene generator. Please gener-
ate 3 most common entities in the next scene, along with a
brief background description.” ; and 2) the scene description
memoryMi = {S0,S1, · · · ,Si} which is a collection of
past and current scenes. The latest description memory is:

Mi+1 =Mi ∪ {Si+1}. (2)

We define the scene description Si = {S,Oi, Bi}, which
consists of a style S that is kept consistent across scenes,
objects in the scene Oi, and a concise caption Bi describing
the background of the scene. We allow the LLM to output
natural language descriptions, and then use a lexical cate-
gory filter to process the raw text of Oi and Bi such that
we only keep nouns for entities and adjectives for attributes.
Empirically this generates more coherently connected scenes
compared to requiring the LLM to directly output this struc-
tured description.

3.2. Visual scene generation
Since we want the generated next scene to be coherent with
past scenes geometrically and semantically, we formulate
our visual scene generation as a conditional generation
problem, taking both the next-scene description and the 3D
representation of the current scene as conditions:

Pi+1 = gvisual(Ii,Si+1), (3)

where Pi denotes a colored point cloud that represents the
next 3D scene, and Ii denotes the image of current scene.
The visual scene generator gvisual consists of learning-free
operations such as perspective unprojection and rendering,
as well as components that use parametric (pretrained) vision

models, including a depth estimator, a segmentation-based
depth refiner, and a text-conditioned image outpainter. We
show an illustration in Fig. 3.
Lifting image to point cloud. Given the current scene
represented by an image Ii, we lift it to 3D by estimating
depth and unproject it with a pinhole camera model. We
use MIDAS v3.1 [35], one of the state-of-the-art depth esti-
mators, in our experiments. However, we find that existing
monocular depth estimators share two common issues. First,
depth discontinuity is not well modeled, witnessed by pre-
vious work [1, 28, 41], resulting in overly smooth depth
edges across object boundaries. Second, the depth of the
sky is always underestimated, also observed by previous
work [21, 24]. To address these two issues, we introduce
a depth refinement process that leverages pixel grouping
segments and sky segmentation.
Depth refinement. To enhance the depth discontinuity
across object boundaries, we model scene elements with
frontal planes when the elements have a limited disparity
range. We use SAM [19] to generate pixel grouping seg-
ments {segj}Ns

j=1 where segj ∈ {0, 1}H×W is a segment
mask, sorted in descending order according to the size of the
segment ∥segj∥. We iteratively refine the estimated depth:

depth[segj ]←
{
median(depth[segj ]), if ∆Dj <T,

depth[segj ], otherwise,
(4)

for j = 1, · · · , Ns, where depth ∈ RH×W
+ is initialized

with the estimated monocular depth, median(·) is a func-
tion that returns the median value of the input set, ∆Dj =
max(disparity[segj ])−min(disparity[segj ]) de-
notes the disparity (the reciprocal of depth) range within
the segment segj . We keep the estimated depth of segments
with high disparity range as they do not fit to a frontal-plane,
such as roads. Note that the idea of frontal-plane modeling
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Input image Diverse wonderjourneys (rendering of generated sequences of 3D scenes)
Figure 4. Qualitative results for diverse journeys generated from the same input image, showing that WonderJourney can go everywhere.
The input in the top example is a real photo.

has also been explored in 3D Ken-Burns [31] with selected
semantic classes such as car and people. In contrast, as
we target at general scenes with diverse styles, we use the
criterion of the disparity range for keeping estimated depth
instead of selected semantic classes.

To handle the sky depth which is always underestimated,
we use OneFormer [17] to segment sky region and assign
a high depth value to it. However, this results in inaccu-
rate depth estimates along the sky boundary; if we were to
naively use the output segmentation, these errors result in
accumulated severe artifacts in later scenes. To resolve it,

we simply remove points along the sky boundary. Besides,
we find that depth at distant pixels are generally not reliable.
Thus, we also set a far background plane with depth F that
cuts off all pixels’ depth beyond it.

Description-guided scene generation. To generate a new
scene that is connected to the current scene, we place a
camera Ci+1 with an appropriate distance to the current
camera Ci. As shown in Fig. 3, we render the partial image
Îi+1 (more details on the camera and the renderer are in
Appendix E) and outpaint it with a text-guided outpainter to
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generate a new scene image Ii+1:

Ii+1 = goutpaint(Îi+1,Si+1), (5)

where we use the Stable Diffusion model [36] for goutpaint
in our experiments. Note, we purposefully place the new
camera at a location that creates enough empty space in
the rendered image. We empirically find that text-guided
outpainters tend to avoid generating partial objects, likely
due to their curated training image datasets, which tend to not
include truncated or partial objects. Leaving too little empty
space therefore results in just a simple extrapolation of the
partial image Îi+1 and a lack of adherence to the text prompt
Si+1, especially in regards to new objects. After generating
the new scene image, we lift it to 3D by estimating and
refining depth for it, and we obtain the new point cloud
P̂i+1 = Pi∪P ′

i+1 where P ′
i+1 denotes the additional points

from unprojecting the outpainted pixels.
New scene registration by depth consistency. However, as
the depth estimator is unaware of geometry constraints, the
depth for points in P ′ generally do not align with Pi. Thus,
we adapt the depth estimator by a depth alignment loss:

Ldepth = max(0,D∗
bg −D′

bg) + ∥D∗
fg −D′

fg∥, (6)

where D∗
bg denotes the analytically computed depth of back-

ground pixels from Ii, D′
bg denotes the estimated depth for

pixels corresponding toD∗
bg,D∗

fg denotes the computed depth
of all other visible pixels from Ii, and D′

fg denotes the esti-
mated depth for pixels corresponding to D∗

fg.
Occlusion handling by re-rendering consistency. Another
geometric inconsistency is that disocclusion regions can have
a lower depth values than their occluders, as the depth es-
timator is not aware of this 3D geometric constraint. We
highlight the wrongly estimated disocclusion depth in the
refined depth in Fig. 3. To resolve this issue, we re-render
the new scene P̂i+1 at the camera Ci and detect all inconsis-
tent pixels. At each inconsistent pixel, we move back all the
rasterized additional points from P ′

i+1 that have lower depth
values than the one point from Pi. This removes the disoc-
clusion inconsistency and guarantees that the disocclusion
comes after the occluder.
Scene completion. We obtain the final point cloud Pi+1 by
adding more points to P̂i+1. We add points by repeating
the following “complete-as-you-go” process: we place an
additional camera along a camera trajectory connecting the
new scene to the current scene, render a partial image at that
camera, outpaint the image, and add the additional points
to the point cloud. Note that in our visual scene generation
formulation in Equation 3, one can replace the image input
Ii with the point cloud Pi from the current scene, forming
a persistent scene representation. This allows a trade-off
between 3D persistence and empirical requirements. In prac-
tice, maintaining a large point cloud leads to prohibitively

many points that require a large amount of GPU memory
when generating a long trajectory of high-resolution scenes.
Thus in our experiments we take the image formulation.

3.3. Visual validation
Empirically, in a large portion of generated photos and paint-
ings, a painting frame or a photo border appears, disrupting
the geometry consistency. Additionally, there are often un-
wanted blurry out-of-focus objects near the borders of the
generated images. Thus, we propose a validation step to
identify and reject these undesired generated scenes.

We formulate this as a text-based detection problem,
where our objective is to detect a set of predefined unde-
sirable effects in the generated scene image. We reject and
regenerate the scene image if any unwanted effect is detected.
Specifically, right after we generate a new scene image Ii+1,
we immediately feed it to a VLM and prompt it with the
query J t

detect = “Is there any Xt in this image?” where
Xt ∈ {X1, · · · , XT } is an unwanted effect specified by text,
such as “photo border”, “painting frame”, or “out-of-focus
objects”. If any unwanted effect is detected, we regenerate
Ii+1 with a new description Si+1 or a new random seed.

4. Experiments
Dataset and baselines. Since the perpetual 3D scene gen-
eration is a new task without an existing dataset, we use a
mixture of photos taken by ourselves, copyright-free pho-
tos from online, and generated examples, for evaluation
in our experiments. We perform the pairing process by
DALL-E 3 [3] for text-to-image pairing. We consider two
state-of-the-art perpetual view generation methods as our
baseline: image-based InfiniteNature-Zero and text-based
SceneScape.

Qualitative demonstration. We show qualitative examples
of the generated journey across different scenes and different
styles in Fig. 1 and Fig. 5. These results show that Wonder-
Journey is able to generate diverse yet coherently connected
scenes from various types of input images, i.e., it can go
from anywhere. We show more examples in the Appendix.
We further show examples of diverse generation samples
from the same input in Fig. 4. These diverse generated jour-
neys suggest that WonderJourney supports going to different
destinations at each run.

Additional evaluations. We show additional qualitative
results in Appendix B, longer “wonderjourneys” (up to 30
scenes) in Appendix C, controlled “wonderjourneys” (i.e.,
using user-provided full text, such as poems and haiku, in-
stead of LLM-generated text guidance) in Appendix D, and
ablation studies in Appendix F.

Human preference evaluation. Since a main application of
WonderJourney is for creative and entertainment purposes,
we focus on human preference evaluation as our quanti-
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Input Generated wonderjourneys (rendering of generated sequences of 3D scenes)

French manor 
house …

Swan swim …

Quiet village …

Dessert …

Figure 5. From diverse starting scenes with different styles, WonderJourney generates a sequence of diverse yet coherent 3D scenes,
showing that it can go from anywhere to everywhere (e.g., nature, village, city, indoor, or fantasy). The inputs in top two rows are real
photos. We strongly encourage the reader to see the video results in the project website.

6664



Image

Image

Image

Image

Image

Image

Image

Image

Image

Image

Image

Input Generated journeys

In
fin

ite
N

at
ur

e-
Ze

ro
O

ur
s

Ukiyo-e style 
village …

Image Image

Image

Image Image Image

Sc
en

eS
ca

pe
O

ur
s

Figure 6. Comparison with InfiniteNature-Zero [21] and SceneScape [11]. Note that InfiniteNature-Zero is trained on nature photos, so
we only compare with it using photorealistic nature images as input.

Table 1. Human preference of ours over baseline on diversity, visual
quality, scene complexity, and overall interesting-ness.

Div. Qual. Compl. Overall

Ours over InfiniteNature-Zero 92.7% 94.9% 91.5% 88.6%
Ours over SceneScape 88.8% 83.4% 80.0% 90.3%

tative metrics, using the following four axes: diversity of
generated scenes in a single journey, visual quality, scene
complexity, and overall interesting-ness. We generate videos
following each approach’s own camera trajectories setup.
Since InfiniteNature-Zero is trained on nature photos, we
only compare to it using photorealistic nature images. For
SceneScape, since it is text-based, we can use 3 examples
of different styles for comparison. We show a side-by-side
comparison of videos generated by WonderJourney and a
baseline with randomized positions. We then ask one binary-
choice question at a time. such as “Compare the two videos
below. Which video has a higher diversity? That is, which
video shows more various different places?”. We recruited
400 participants, 200 for the comparison with InfiniteNature-
Zero and 200 for SceneScape. Each participant answers 12
questions. We provide more details in Appendix H.

As shown in Table 1, WonderJourney is strongly preferred

over both baselines on all four axes. InfiniteNature-Zero
synthesizes only nature scenes, as shown in Fig. 6, while
WonderJourney generates more diverse scenes and objects
such as mountaineers and houses that are naturally connected
to the starting nature scene. SceneScape tends to generate
cave-like scenes due to the usage of a textured mesh, and
thus all examples converges to caves. Also, as discussed in
Section 3.2, SceneScape tends to not generate new objects
due to limited white space. All these factors might contribute
to the much greater user preference for WonderJourney.

5. Conclusion
We introduce WonderJourney to generate a long sequence
of diverse yet coherently connected 3D scenes starting at
any user provided location. WonderJourney achieves com-
pelling, diverse visual results across various scene types and
different styles, enabling users to journey through their own
adventures in the generated “wonderjourneys”.
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